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Abstract

Software based replication is a highly competitive technique to improve the dependability of database systems. However,
the unavoidable trade-off between consistency and performance causes some discredit among database designers with respect
to synchronous, strong consistent, replication protocols. This is usually due to performance and scalability problems as
classic distributed locking based protocols lead to high resource contention, high transaction latency and high deadlock
rates [4]. As a result, commercial database products often privilege asynchronous (or lazy) replication protocols in order to
boost performance at the expense of data consistency.

Asynchronous replication is not transparent for the user and therefore cannot be generically applied. Moreover, while
strong consistency criteria such as 1-copy-serializability [2] is rigorously defined, relaxed criteria are often ambiguous, hard
to formalize, and based on the belief of eventual replica convergence.

To overcome the above problems, a suite of group based communication protocols has emerged and has been the focus of
a considerable body of research [1, 8, 10, 5, 7, 3, 6, 9]. Basically, the main and common characteristics of these protocols are
the optimistic transaction execution based on deferred updates [2] and the use of total ordered broadcast primitives to enforce
a unique sequence of committed transactions.

In some sense, these protocols avoid the efficiency issues of classic distributed locking based protocols by not coordinating
the execution of (remote) concurrent transactions and disallow replica divergence of asynchronous replication protocols by
aborting transactions that would otherwise violate serializability.

This paper reports our experience on the development and evaluation of group communication based database replication
protocols in the ESCADA project.
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