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Abstract

The use of Internet as a global communication infra-structure and as the base technology for a
large number of applications and services, presented new demands and challenges to the quality
of service provided by ISPs (Internet Service Providers). The Internet is a datagram network. Thus,
it was not conceived to provide levels of QoS (Quality of Service) suitable to such services and
applications demands providing by default a best-effort sevice.The network is not capable to
distinguish traffic streams to fulfill specific requirements of its delay and loss. This behavior is
more evident when there is a high usage of the network. Performance will drop  significantly.
 To overcome this problem, TCP/IP stack has been evolving to be a platform of convergence,
integrating existing and future communication services. Particularly, IETF (Internet Engineering
Task Force) has been presenting several proposals of models and mechanisms to provide Internet
with the adequate QoS levels. The most important proposals are Integrated Services model [1],
Differentiated Services model [2, 3], IP/MPLS (Multi-Protocol Label Switching) [4], GMPLS
(Generalized MPLS) [5, 6], Traffic Engineering [7] and Constraint Based Routing [8]. The service
class model is the most feasible model to implement because of scalability. Assembling network
traffic into several classes is simpler to manage than having to deal with a large number of traffic
flows. Therefore, ISPs may offer a limited set of different QoS classes. ISPs are responding to the
market needs while keeping a technologically feasible solution. Furthermore, the main switch and
router builders have already implemented, partially or totally, solutions based on QoS classes.
Examples of such networks are the Internet2 [9] in the U.S.A and project Geant [10] in Europe.

Implementation and support for QoS in IP networks demands a larger traffic control and
network management, though. The different QoS classes have to be assured, and, at the same time,
a efficient usage of the network resources is required. Although the class QoS model [2] focus
the complexity on the domain’s borders, where network traffic is marked according to its class,
inside the domain, such control is relieved because of performance issues. Therefore, it is difficult
to assure those QoS classes inside the domain [11], i. e., it is difficult to ensure the compliment
of the agreed QoS parameters negotiated thru SLAs (Service Level Agreements). If the QoS
parameter’s specification is done by customer and not by class, assuring QoS is a more difficult
problem.

The main objective of this work is to automate network management and optimize configuration
in order to guarantee the QoS performance parameters specified in the SLAs. Thus, several steps
are required such as: (i) formalizing the technical parts of SLAs called Service Level Specifications
(SLSs); (ii) mapping the SLSs into network configurations independently of the underlying
technology (DiffServ, MPLS, others); (iii) mapping and testing configurations in a simulated
environment; and (iv) optimize device configurations.
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