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1 General course description

Software architecture. Software architecture emerged as a proper discipline in Software Engi-
neering, from the need to explicitly consider, in the development of increasingly bigger and more
complex systems the effects, problems and opportunities of the system’s overall structure, organ-
isation and emergent behaviour. In a broad definition, the architecture of a system describes its
fundamental organisation, which illuminates the top level design decisions, namely

• how is it composed and of which interacting parts?

• which are the interactions and communication patterns present?

• which are the key properties of parts the overall system rely and/or enforce?

As a model it acts as an abstraction of a system that surpresses details of elements that do not
affect how they use, are used by, relate to or interact with other elements. Therefore it focus on the
structural elements and their interfaces by which a system is composed, their separate and joint
behaviour as specified in collaborations among those elements, and finally the composition of
these structural and behavioral elements into larger subsystems. According to norm ANSI/IEEE
Std 1471-2000, which is part of a on-going standardisation effort, it describes the fundamental
organisation of a system, embodied in its components, their relationships to each other and the environment,
and the principles governing its design and evolution.

Reactive systems. Software Architecture, as a design discipline, is currently challenged by the
continuous evolution towards very large, heterogeneous, highly dynamic computing systems,
which require innovative approaches to master their complexity. Actually, current software sys-
tems are large and inherently complex. The behaviour they exhibit cannot be simply charac-
terised in terms of a relation between input and output data values. In most cases, such a be-
haviour

• is potentially non-terminating,

• expresses a continued interaction with the system’s environment and sub-systems which
execute concurrently in distributed, often loosely coupled configurations.

In general we refer to this sort of systems as reactive, adopting a term coined by Amir Pnueli and
David Harel [HP85] in the 80’s.

Designing such systems right is very difficult, because it involves not only mastering the com-
plexity of building and deploying a large application in time and budget, but also managing
an open-ended structure of autonomous components, typically distributed and highly heteroge-
neous. Additional difficulties arise with the need to take into account a plethora of issues such
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as real-time responsiveness, dynamic reconfiguration, QoS-awareness, self-adaptability, security,
dependability, under-specification of third-party components, among many others.

The course. There is no general-purpose, universally tailored approach to the architectural de-
sign of reactive systems. To face a complex, heterogeneous reality, it is probably prudent to con-
centrate on specific classes of these systems and study, for each of them, the relevant approaches,
methods and tools.

On the other hand, despite remarkable progress in the representation and use of software ar-
chitecture, specification of architectural designs remain, at present, largely informal. Typically,
it relies on graphical notations with poor semantics, and often limited to express only the most
basic structural properties. In such a context, this course clearly deviates from more common, or
classical, introductions to software architecture by simultaneously

• avoiding restriction to a unique framework or methodology, focussing instead on three
sorts of formal structures (processes, connectors and Mealy machines) which can be taken as a
basis for architectural reasoning;

• strengthening its effectiveness by focussing exclusively on models amenable to formal veri-
fication and reasoning, according to the rationale that only a formal perspective has potential
to be effective in framing architectural design in sound Engineering standards.

Finally, the course introduces a specific section on behavioural restrictions in software architecture,
dealing with real-time and stochastic behaviour of different architectural entities. The former is
useful in a number of concrete situations, namely for the design of time-critical systems. Stochas-
tic models, on the other hand, are essential to deal with unreliable behaviour (quantifying non
determinism), as well as to forecast system’s performance and evaluating quantitative properties
(e.g., queue length, waiting time, etc). Actually, in many, modern reactive systems the difference
between their functional features and their performance properties blurred as relevant function-
alities become inextricably linked to performance aspects.
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2 Syllabus

1. Introduction to software architecture

2. Background: Transition structures and modal logics

• transition structures

• simulation and bisimulation

• modal logics

3. Process-oriented architectural design

• processes and process algebra for architectural description

• brief introduction of MCRL2: review of process algebra and logics

• a process-oriented ADL: ARCHERY

4. Coordination-oriented architectural design

• Exogenous coordination for architectural description

• REO: principles, models, examples

• REO semantics: constraint automata & double streams

• Architectural properties and their verification (VEREOFY)

5. Component-oriented architectural design

• components as monadic Mealy machines

• a component calculus

• MMM: an HASKELL library

6. Behavioural constraints

• Real-time constrains: timed automata and UPPAAL

• Stochastic constrains: Markov chains, PRISM and STOCHASTIC REO

Note. The course consists of a series of formal lectures interspersed with exercise and laboratorial
classes under tutorial supervision. In the latter, students are encouraged to work in groups and
discuss the course material. Bibliographic references, slides handouts and exercise suggestions
will be given with the summary of each lecture. Assessment is continuous, taking into consider-
ations the resolution of proposed exercises (up to 30%) and a individual project (up to 70%).
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3 Summaries

Lecture 1 - 2011.11.24, 09:00-13:00

Summary. Software architecture: concepts, objectives, methodologies. Architectures for reactive
systems. Introduction to MFES architectural module: aims, syllabus, resources.

Resources

Lecture notes: L1PAS-11-12.pdf (available from MFES website)

References:

• To read: [Gar04] (available from MFES website)

• A classical perspective on architectural discipline: [Gor06]
(table of contents and chapter 1 available from MFES website)

• Other: [AG97, GS93, vL04, AF04] (available on request)

Exercises Read [Gar04] and chapter 1 of [Gor06] in confront to the lecture. Make a brief summary
and discussion.

Lecture 2 - 2011.11.24, 14:00-18:00

Summary. Background: transition structures and labelled transition systems. Morphism. Simu-
lation and bisimulation: basic definitions and properties.

Resources

Lecture notes: L2PAS-11-12.pdf (available from MFES website)

Exercises

1. Given two transition systems 〈S1, T1〉 e 〈S2, T2〉 over an alphabet A, two states p and q are
mutually similar iff

p + q ⇔ p . q ∧ q . p

Prove that + is an equivalence relation. Compare it with bisimilarity.

2. Consider the following transition relation:

T = {〈1, a, 2〉, 〈1, a, 3〉, 〈2, a, 3〉, 〈2, b, 1〉, 〈3, a, 3〉, 〈3, b, 1〉, 〈4, a, 5〉, 〈5, a, 5〉,
〈5, b, 6〉, 〈6, a, 5〉, 〈7, a, 8〉, 〈8, a, 8〉, 〈8, b, 7〉}

Prove or refute that 1 ∼ 4 ∼ 6 ∼ 7.

3. Show that the set of all bisimulations between two given transition systems is a complete
lattice, ordered by inclusion. What is the top of this lattice?

4. A trace in a transition system is a sequence of labels such that there is a sequence of states
s0, s1, ... such that

s0
a0−→ s1

a1−→ s2
a2−→ · · · an−→ sn
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with s = a1a2a3 · · · an. A trace is complete if it leads to a state with no further transitions.
Prove that two bisimilar states have the same set of traces. Would this result remain valid
if complete traces were considered instead?

Lecture 3 - 2011.12.15, 09:00-13:00

Summary. Process-oriented architectural design: introduction to process algebra and behaviour
modelling.

Resources

Lecture notes: L3PAS-11-12.pdf (available from MFES website)

References:

• Process algebra tool: mCRL2 (available from www.mcrl2.org/ )

• References on process algebra: [BPS01, BBR09, Fok07, Mil99]

Exercises

1. Install the mCRL2 and explore the examples provided.

2. Consider two popular architectural styles — client-server and balckboard. Model these styles
in mCRL2 and devise their application in an example.

Lecture 4 - 2011.12.15, 14:00-18:00

Summary. Process-oriented architectural design: the Archery experimental ADL.

Resources

Lecture notes: talk by Alejandro Sanchez

References:

• The Archery tool: Archery
(available from www.unsl.edu.ar/˜asanchez/index.php?page=archery)

• Recent book on process algebra as a basis for ADL: [ABC10]

Exercises

1. Install Archery and specify two applications of popular architectural styles — client-server
and blackboard.
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Lectures 5 and 6 - 2012.01.12, 09:00-13:00 and 14:00-18:00

Summary. Process-oriented architectural design: expressing and verifying requirements. Intro-
duction to modal logic (modalities, semantics, expressivity, richer logics). Hybrid logic. Hennessy-
Milner logic and the modal µ-calculus.

Resources

Lecture notes: L4PAS-11-12.pdf (available from MFES website)

References:

• A well-written textbook on modal logic : [BdRV01]
(table of contents and chapter 1 available from MFES website)

• An introduction to Hennessy-Milner logic and the µ-calculus: [Sti96]

Project (part 1)

• Choose a problem from the list of small case studies published in the MFES website. Design
an architectural solution for it, either in Archery or directly in mCRL2. Formulate modal
properties for this problem and verify them against your architectural specification using
the tools provided by mCRL2.

Lecture 7 - 2012.01.19, 14:00-18:00

Summary. Process-oriented architectural design: examples and exercises. Experiments with
mCRL2.

Resources

Lecture notes: PAS-TPSession1.pdf (available from MFES website)

References:

• A case study from a book in preparation by Groote Reniers (2010) (available from
MFES website)

Lecture 8 - 2012.01.26, 09:00-13:00

Summary. Coordination-oriented architectural design. Introduction to Reo.

Resources

Lecture notes: L5PAS-11-12.pdf (available from MFES website)

References on Reo (original papers): ([Arb03, Arb04] and F. Arbab Inaugural Lecture at Leiden
(available from MFES website)
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Lecture 9 - 2012.01.26, 14:00-18:00

Summary. Coordination-oriented architectural design: examples and exercises. Experiments
with ReoTools. The colouring semantics for Reo connectors.

Resources

Lecture notes: PAS-TPSession2.pdf (available from MFES website, by Nuno Oliveira)

References:

• ReoTools (available from reo.project.cwi.nl/)

Project (part 2)

• Choose a problem from the list of small case studies published in the MFES website. Design
an architectural solution in Reo and animate it with ReoTools. As a bonus you may like to
explore Vereofy model checker in your problem.

Lecture 10 - 2012.02.09, 09:00-13:00

Summary. Coordination-oriented architectural design: formal semantics for Reo. Expressing
architectural patterns.

Resources

Lecture notes: L5PAS-11-12.pdf (available from MFES website)

References on Reo (semantic models): [BSAR06, CCA07, AR03] (the first two are available from
MFES website)
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