DOCTORAL THESIS PLAN

Phd Candidate: Julio Daniel Dondo Gazzano 

Universidad Nacional de San Luis- Argentina

PhD THESIS TITLE: “Development of  a design environment for embedded systems using FPGA and generic reconfigurable hardware”

1) Thesis Directors

EU supervisor: Dr. Juan Carlos López López

EU co-supervisor: Dr: Fernando Rincón Calle

LA supervisor: Dr Roberto Uzal

2) Conceptual Introduction and Motivation

The design of Embedded Systems and System on Chip is a very complex task, that requires a huge amount of work and time for testing and prototyping development that generally is limited by the time to market constraints. 

The development usually takes place entirely within CAD tools environments, and the first piece of silicon must not only work correctly, but it must give the expected performance, and must be manufacturable,[2] taking into account that the only scope for fixing design flow is in the software stage. Fixing an error reported after building the chip, is a very expensive and long process, considering the time of design required for the development of the prototype.

One way to find a solution to this problem is to base a portion of the design in pre-designed components. Design re-usability allows the reduction of the new design effort to a small fraction of the total number of gate on the chip.[2]

This re-usability will be given by the facility to work with already created components, generically designed allowing its adaptability to different designs developed over a reconfigurable platform.

An alternative available of reconfigurable units is introduced with the use of Field Programmable Gate Array (FPGA), that are programmable logic devices formed by arrays of logic cells communicated through routing channels with I/O vias. 

There are several kind of architectures for FPGAs, composed by different elements like Configurable Logic Blocks (CLBs), Input/Output Blocks (IOBs), Block RAM, Multiplier Blocks, Digital Clock Manager (DCM), etc. The CLBs contain flexible Look-Up Tables (LUTs) that implement logic plus storage elements used as flip-flops or latches. CLBs perform a wide variety of logical functions as well as store data. Input/Output Blocks (IOBs) control the flow of data between the I/O pins and the internal logic of the device.  Block RAMs provides data storage in the form of dual-port blocks. DCM generates a wide range of output clock frequencies and provides dynamics phase shift control. 

Some FPGAs use a new generation of programmable routing resources called Active Interconnect Technology that interconnects all of these elements. The general routing matrix (GRM) is an array of routing switches. Each programmable element is tied to a switch matrix, allowing multiple connections to the general routing matrix. The overall programmable interconnection is hierarchical and designed to support high-speed designs.[5]

By means of the interconnection of cells, it is possible to perform circuits of variable complexity and size. Due to the reconfiguration facility, FPGAs have an enormous potential for developing SoC. As a matter of fact there are several development systems boards from different vendors such as Xilinx Platform FPGAs with embedded PowerPC™ hard processor cores and/or MicroBlaze™ soft processor cores, or Altera Development Kits like Excalibur family that presents a combination of an industry-standard ARM922T™ 32-bit RISC processor core operating at up to 200 MHz with industry leading programmable logic on a single device.
  
Nowadays, There exists FPGAs with Risc Processor cores, muti-gigabits transceivers, DPS Processing Block with DSP functions like finite impulse response, (FIR) filters, complex FIR filters, infinite impulse response (IIR) filters, fast Fourier transform (FFT) functions, direct cosine transform (DCT) functions, and correlators.[5][7]
To increase even more the productivity and to reduce the development time, designers can use FPGAs with partial reconfiguration features for hardware dynamically reconfigurable. That is, the possibility of on-the–fly reconfiguration capability whilst another part of the circuit remains working. 

The reconfigurable computation exploits the fact that most part of the processing time for intensive computation task is spent in a relatively small portion of the code, and an increment in hardware speed can improve the performance over a general-use microprocessor for several applications.[1]


Platform-based systems on chip formed by multiple general purpose processor and combined with reconfigurable units, are emerging as good alternatives to traditional customized designs. The use of reconfigurable platforms and IPs (Intellectual Properties) allows the extension of the design life and its functionality. 

But there are some facts to be considered that difficult the design process: the interconnection of the IP is not an easy task, the communication system is complicated, due to heterogeneous processor, complex protocols and topologies. Besides this, it is necessary to have sophisticated synchronization to control shared communication among several heterogeneous masters, and depending on the design, some platforms may use simple master-slave shared-bus interconnects, whilst others design often use several complex system buses or micro networks as global interconnects.[8] 


It is necessary to implement hardware-software abstraction layers for the connection of the selected IPs. The design of such abstraction layers is one of the focus of new research fields. One alternative is the use of a middleware  that provides transparent communication between components , taking into account that these components can have different data models and data store, bus width, heterogeneous networks and communications protocols. 


The separation of concerns between components and communication allows the interconnection of such components without regarding the kind of component to be connected. This separation is fundamental because no matter what component type is, the component is considered as an object, and the communication systems will interconnect these objects. Middleware is required to integrate these diverse components (objects) and allow them to interoperate effectively.

To create a design environment for embedded systems, based in Middleware for System Model Architecture, Simulation Software and Hardware Description Language, presents diverse interesting features. First integrates de software-hardware design in a natural way because of the use of already designed components and objects that can be interconnected to develop different applications. Second, this design environment will permit to develop hardware-software integrated systems, where each generic component could be used varying its implementation according to in question application.


Starting from already designed components (IP), hardware or software, considered as objects, their interconnections will be managed by the design environment proposed, creating a wrapper generation method to adapt different types of objects to the communication architecture of the whole system. 


The final system will be implemented using services of hardware reconfiguration facilities given by the FPGAs.

3) General approach of the doctoral thesis

The present doctoral thesis project is oriented to the management of the embedded systems design, by means of System Architecture Model Middleware-based, defining services of hardware reconfiguration, incorporating mechanisms for implicit activation and Persistence 

The investigation lines can be summarized in the following objectives:

1- Refinement of the basic model of the object (Interface and state) to allow the mechanisms for Implicit Activation and Persistence.

2- To provide a wrapper generation method to adapt any kind of object to the communication architecture.

The Methodology to apply is:

1- The study of the ICE (Internet Communication engine) that provide an object-oriented middleware platform suitable for use in heterogeneous environments.[9]

2- Simulation using SystemC 

3- Synthesis from SystemC files and implementation over prototyping board using VHDL

4- Emulation of reconfigurability and 

5- Final system for demonstration

4) Proposed Courses 


The courses to attend as a part of the Doctoral plan are the following

1- Methodologies and research techniques in Computer Science (4 credits)

2- Heterogeneous systems in networks. (4 Credits) 

3- Object-Oriented software technology. (4 Credits)

4- Ubiquitous Computations, foundations, context and collaboration. (4 Credits)
5- Systems Modelling and evaluation. (4 Credits)
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