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Abstract

Smart Grid is a new concept of power grid, it consists of a connected grid with the introduction

of ICT transforming the grid into a group of connect components that communicate with each other

in a more efficient an responsive way.

Previous work in Smart Grid research, in most part, consists of proposed solutions to implement it or in

pilot projects. Distributed Aggregation Algorithms are algorithms that compute aggregation function

in a distributed way in order to reduce the need of resources, they are oen used in Wireless Sensor

Networks where the devices, sensors, have low computational power.

e aim of this work is understand and answer the question: how these Distributed Aggregation Al-

gorithms perform in a Smart grid context, specially when we consider a network of Smart Meters that

are a part of a bigger Smart Grid? We will evaluate the performance of a set of algorithms in a Smart

Grid graph representing an example of a dutch Power Grid topology and in another set of Smart Grid

graphs by evolving the first by following evolution policies that are expected to happen since the grid

is likely to change. Moreover, we will evaluate an test the algorithms considering a real time pricing

scenario and measure both speed and accuracy of the algorithms.

Furthermore, we will use Principal Components Analysis to study the proprieties of the graphs that

affect the algorithms, in order to know, in the future, what possible parameters should be improved to

obtain more accurate results in a faster way.

Our tests suggest that part of the algorithms, Sketch based, can be used with good results in accuracy

and speed in a normal Power Grid network and that all the transformation/evolution policies improve

the algorithm results. Our work also show that as the graphs become more connected and the nodes

more close to each other, the algorithms show beer performance.
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Resumo

Smart Grid é um novo conceito de rede eléctrica, consiste numa rede conectada com a introdução

das TIC transformando a rede num grupo de componentes conectados que comunicam uns com os

outros em tempo real e de modo mais eficiente.

Trabalho anterior no estudo das Smart Grids, na maior parte, consiste em soluções propostas para a

implementar ou em projectos piloto. Algoritmos de Agregação Distribuída são algoritmos que proces-

sam funções de agregação numa maneira distribuída de maneira a reduzir a necessidade de recursos,

são normalmente usada em redes wireless de sensores onde os dispositivos, sensores, têm pouco poder

computacional.

O objectivo deste trabalho é compreender e responder a questão: como estes algoritmos de agregação

distribuída se comportam num context de Smart Grid, especialmente se considerar uma rede de Smart

Meters que são parte de uma maior Smart Grid? Nós vamos calcular o desempenho de um conjunto

de algoritmos num grafo Smart Grid que representa um exemplo de uma topologia da rede eléctrica

holandesa e em outro conjunto de grafos Smart Grid ao evoluir a primeira rede seguindo um conjunto

de políticas de evolução que são esperadas de acontecer já que a rede é propensa a mudar. Mais ainda,

será calculado e testado os algoritmos considerando o cenário de preço em tempo real e medindo tanto

a rapidez como a precisão dos algoritmos.

Mais ainda, vamos usar analise dos componentes principais para estudar as propriedades dos grafos

que afectam os algoritmos, de maneira a saber, no futuro, que possíveis parâmetros podem ser melho-

rados para no futuro melhorar também o desempenho dos algoritmos.

Os teste sugerem que parte desses algoritmos, baseados em Sketches, podem ser usados com bons re-

sultados em precisão e tempo numa rede eléctrica normal, e que todas as estratégias de evolução,

melhoram os resultados dos algoritmos. O nosso trabalho também mostrou que a medida que os grafos

ficam mais conectados e os nós mais próximos, os algoritmos mostram melhores resultados.
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Chapter 1

Introduction

e power grid is a very important infrastructure in the modern world. e energy it provides

is considered of main importance and a basic condition to guarantee minimum life quality. Due to its

large size, the power grid consumes a enormous amount of natural resources, making it unsustainable

in long term leading to the implementation and usage of new renewable energy sources. is situation

leads to a need to modernize the grid since it’s mandatory to interconnect them. is evolution, requires

the grid to be more sophisticated, eco sustainable and that it properly integrates all the energy sources

to enable efficient electrical power distribution. is new concept of grid is called Smart Grid (SG.

SG is a modern power grid that uses computation, information and communication. In an auto-

matic way, SG improves the energy efficiency, sustainability both in power distribution and in elec-

tricity production. It enables the grid to become more sustainable because it makes a more efficient

management of natural resources. e SG is composed by ’Islands of Automation’ interconnected with

a communication infrastructure [49].

Smart Meters (SM) are one of the main components of the Smart Grid. ey are devices located

in the consumers/costumers houses or in industrial facilities that sense the energy consumption. ey

read data periodically, in short intervals that range from minutes to milliseconds. It can be used for

performing statistical analyses that leads to effective consumption forecasting and profiling. is fine

grained readings will assist users in achieving a more efficient energy use and adapting to the network

status and supply by choosing an appropriate and advantageous tariff [36].

In the next years, the amount of user data collected by the SG is expected to dramatically in-

crease with respect to the current electrical power grid. e amount of Big Data collected is important

because it leads to a great number of comercial advantages and beer energy consumption predic-

tions[39]. Several pilot projects have proposed solutions to deal with these large data size, proposing

1



1.1. Objectives 2

and promising the client detailed statistical information regarding their consumption. Yet, these solu-

tion can be costly since they require central devices to process and store the data. Other projects, show

that it is possible to build a community to collect, store and analyze the consumption by simply using

a distributed way to compute it.

Also, more than deploy new grids from zero, it is expected that the current power grid will be

improved to become more connected, robust and efficient. In this work, we look at the information

collected within the SG, more specifically, the information collected by Smart Meters in the households.

is data is very important, not only for billing purposes but also to improve the energy management,

enabling it to become more Smart, and implement distributed aggregation algorithms, measuring its

performance.

1.1 Objectives

ere are two types of architectures[36] regarding the SM data aggregation: decentralized and

centralized. In a centralized architecture, the meters only sense the energy consumption every specific

time and send it to a central data aggregator center. In a decentralized architecture the meters sense

the consumers consumption and they also perform a partial data aggregation themselves. It’s called

in-network aggregation[36].

In this work, we will focus on the second type of architecture considering it provides more interesting

challenges. e main goal of this work is, considering a decentralized architecture, evaluate the perfor-

mance of a set of data aggregation algorithms that provides relevant information to the consumer and

to the electricity producer. Moreover, we will compare the performances of the algorithms, in order to

understand if it is possible to use them in a SG network. In addition, as stated before, as the grid will

evolve, so, the algorithms will be tested consider these improvements on the grid

In order to achieve these goals, it’s important to first understand the various possible decentralized

architectures and the the role of each component. As we saw in [5] there are some sensors that work

as aggregation nodes an others that work as simple nodes. Moreover, it is also important to know in

which context and in which scenario it is relevant to use our algorithms, there are many applications

for consumption data.

At first, it is important to know how the SG works, how all components interact together and the status

of deployed models . Furthermore, it is important to construct a suitable topology for this study, con-

sidering a set of meters collecting information about the consumers consumption/production and data

aggregators/collectors that aggregate the data in a distributed way. is topology may be constructed



1.2. Motivation 3

considering real samples of the current power grids. We will study the current distributed aggregation

algorithms to know which one we will use to perform distributed aggregation e study of distributed

aggregation algorithms embraces the awareness of their functionalities, advantages and disadvantages.

It also requires a implementation of then in familiar topologies to understand in a beer way how the

algorithms behave and also to adquire insight about them.

When we have both the topology and also the algorithms, the next step will be implement them. We

are interested in knowing which algorithm provides the best results in speed and accuracy. It is also

important to understand which aggregation functions are important to compute in this specific con-

text. Function such as AVERAGE or SUM may be important, so it is mandatory to choose algorithm

that enable these functions. Also, we will improve this topology, following evolution policies that add

physical cables or edges to improve the grid in resilience, robustness and efficiency [41]. Aer, we will

test the algorithms in the evolved grids.

In addition, we’ll look at all the topologies and the results of our tests, analyze them and under-

stand what parameters of a network should be improved to obtain beer results with our algorithms.

We will do that by using a statistical methods called principal components analysis.

In the end, we want a intuition about how the algorithms can perform in a power grid scenario, how

the proposed evolutions for the current grids can improve or not the accuracy and speed of our al-

gorithms. Finally we want to evaluate insights about how the grids can be improved to obtain beer

performance using distributed aggregation algorithms.

1.2 Motivation

As stated before, Smart Grid is a new and important concept of grid that is of main importance

towards the world energy sustainability. e new needs and urges for integration of the new renew-

able energy sources, since the new consumer not only consumes but also produces energy too, make

the upgrade of the grid mandatory. is new type of consumer will require a deploy of a new type of

meters, new data format and new architectures to deal with the differences between consumption data

and production data.

With this new model of collection data regarding the costumer information, the communication and

collecting process also changes. Aggregation of consumption/production data takes place by other de-

vices. Aggregation summarizes the overall collected data, reducing the computational power required

to process the information.
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In many pilot projects and solutions, it is chosen to the use of a central data center with high computa-

tional power. ese solutions oen consider a cloud-based service to aggregate the data. However, the

vulnerability failure of this single point is a downside. Moreover, the costs associated with implement-

ing this solution, make distributed solution more appealing. SG also leaves the opportunity to create

communities to exchange energy, creating small markets in neighborhoods, the costs of a central de-

vice to collect the information make it less appealing than distributed solutions for aggregation.e

distributed aggregation withdraws the need of a central aggregator with a high processing power. It

also enables the aggregation to be more resilient, reliable and fault tolerant since it is distributed and

it is cheaper in terms of resources.

Yet, even considering a distributed aggregation and that there are algorithms designed to perform it,

there is no work comparing the various solutions. More than compare the current solutions in current

power grid topology, we know that Smart Grid is a still evolving concept, therefore, it is important to

know what new solutions are valid for using distributed aggregation algorithms and give leads about

how the grid should evolve in the future to improve the distributed aggregation performance.

1.3 Document structure

In this document, a state of the art regarding the overall work thematic is presented. In Chapter

2 it is presented the various definitions of the new grid and the point they converge. It is detailed

also the infrastructure and model, how the Smart grid is organized and how the diferente components

interact. e communication structure and the technologies used on it are also presented, with the

various alternatives to realize communication in the modern grid. e important part for this work,

smart meters and smart meter network, is detailed. Also, the pilot projects studied are also presented.

In Chapter 3 it is referenced the concept of distributed aggregation, some aggregation function and its

proprieties. e various aggregation algorithms are referenced with its description. e distributed

aggregation within the smart meters and WSN is mentioned as well. e definition of Wireless Sensor

Networks(WSN) is also presented. Smart Metering System could be considered as a specific implemen-

tation of WSN so it is important to understand how WSN work and, more important, how in-network

data collection takes place. Awareness of this aspects is important considering it’s helpful to under-

stand aggregation in Smart Metering Systems. WSN are a concept widely study with similarities with

Smart Metering, a bridge between the two concepts are also presented. Although very similar, the two

networks have their differences that are presented in the same chapter.

In Chapter 4 it is presented the definition of important concepts we assume in our scenario. Real time



1.3. Document structure 5

pricing, demand response management, data collector and power line communication are technolo-

gies and concepts we used to build our network. Furthermore, our model, scenario and network are

explained in this chapter.

In Chapter 5 it is presented the results of our tests in several charts. It is explained in detail what tools

were used and explained the structure of our tests and how it was measured the speed and accuracy

of the algorithms. In addiction, is explained the evolution policies we consider to add more edges to

our first network regarding the evolution of the current grids to adapt themselves to the Smart Grid

requirements. Test results in this new generated graph are also presented.

Finally, Chapter 6 contains the explanation of the statistical method used for evaluating the relations

between the type of graph and the results of our tests. It is also explained the proprieties that were

calculated for our analysis. For each algorithm, is presented a chart in order to comprehend the corre-

lation between computation time and accuracy error and the characteristics of the various graphs.

In the last chapter, conclusions regarding this work and future work are presented.



Chapter 2

Smart Grid

e Smart Grid is a new concept of grid that introduces new technologies into the traditional

power system. ey enable power grids to become more efficient, integrate other sources of energy

rather than traditional ones, and they increase the overall management performance by using modern

information technologies. e SG is capable of delivering power in more efficient way and respond to

a wide variety of condition and events [32]. Although there are no SGs fully implemented, there are

several SG pilot projects showing that the new generation grid pose new opportunities and challenges

to both consumers and producers.

ere are several definitions for the SG among the literature. For example [32] states that ”SG can

be regarded as an electric system that uses information, two-way and cyber-secure communication tech-

nologies and computational intelligence in an integrated fashion to achieve a clean, safe, secure, reliable,

resilient, efficient and sustainable system”.[37] considers the SG as ”a platform that embraces several

multidisciplinary concepts towards computerization of electrical power grids”. e common concept over

the literature is that SG main goal is to integrate several components, traditional and new, to achieve

beer performance, interoperability, energy management and sustainability in long term.

SG creates an environment that introduces a convergence between the infrastructure of generation,

transmission, distribution, energy, information technology and digital communication infrastructure

that enables the exchange of information and control action among the various segments of the power

grid.

As it is possible to notice, this integration means that the SG itself is a very complicated system. Achiev-

ing the mentioned goals is a complex task. Due to the variety of problems and challenges, most of the

proposed solution and studies regarding the SG focus in some specific aspects. An interesting table

that presents a comparison between the traditional grid and the SG is presented in [32]:

6
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F 2.1: Brief Comparison Between the Existing Grid and the Smart Grid

2.1 Smart Grid Model

e SG proposes a new model to the power grid where consumers are no longer passive actors,

but prosumers[41] that can both consume and produce energy through renewable energy sources. With

the introduction of ICT, new actors are now present in the grid that enable new features, otherwise not

availabe. Typically, the components in a power grid go one way. In the in SG all the flows of electricity

and information go two-ways. ese new features enable the operations to become faster and more

accurate and the interactions between them are increased resulting that, in the future, everything that

happens in the grid can be monitored almost in real time. In a ideal scenario, the SG’s new vision,

states that a specific component of the grid, such as a household, can both receive energy from the

global grid and in the next moment can disconnect from it and become self-sustainable.

ere are several visions and models proposed to the SG. One of the most general and accepted model,

is based on a vision of actors and their interactions, it is presented the NIST report [25] which proposes

a conceptual model providing the main actors towards the SG. Costumers, the end users of electricity,

F 2.2: NIST Conceptual Model for SG
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Markets, Service Providers, Electricity Companies, Operations, Managers of the Movement of elec-

tricity, Bulk Generation, Generation Centers, Transmission and Distribution of energy. In [32] it is

provided a more technical approach where the SG is separated into three major subsystems:

• Smart infrastructure system embraces the energy subsystem, information subsystem and commu-

nication infrastructure subsystem. e energy subsystem is responsible for advanced electricity

generation, delivery and consumption. e information subsystem is responsible for informa-

tion metering, monitoring and management in the context of the SG. Finally, the communication

subsystem is responsible for the communication among the various components and also its con-

nectivity.

• Smart management system Provides advanced management and control services and function-

alities. [32] considers this system the key reason why SG can revolutionize the grid. Most of

the new grid goals are related to energy efficiency improvement, supply and demand balance,

emission control etc. ese goal are covered by the management systems.

• Smart protection system Provides advanced grid reliability analysis, failure protection, security

and privacy protection services.

Smart Grids are about improving the current power grid in therms of reliability, energy efficiency

and costs while providing a beer and more flexibly service to the costumers. ese improvements

are made possible with the integration of ICT into the power grid, leading to a opportunity for new

soware applications. In [41] it is stated that Service Oriented Architectures represent the type of

soware architecture that satisfies the characteristics needed for a SG soware: capable of sustaining

a set of systems and applications that are diverse, highly distributed and with constrains for security

and timing. In [41] it is provided an overall picture that shows the interaction between these type of

soware and the physical infrastructure.

2.2 Smart Grid Communication

e most important question regarding the communication is “what network and communication

should be used ” [32]? Since there is no standard communication system in SG, several solutions were

proposed that are divided into wired and wireless.

Wired solutions are normally more costly to implement than Wireless, mainly because of the need,

in some cases, to install or deploy from zero a physical infrastructure like electrical cables. Wireless

communication can be a beer option in terms of costs, time to deploy and it is normally more suitable
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F 2.3: Smart grid physical and information infrastructure

for remote end applications [19]. However, they lack some performance compared to wired solutions,

specially in speed. Also, the costs of deploying an wired communication infrastructure can be reduced

if they are implemented in a existing infrastructure. It is the case of power line communication, it uses

the power cables.

ere are several wireless possibilities for communication.

• Wireless Mesh Network (WMN) is a communication network made up for radio nodes organized

in a mesh topology [32]. It increases reliability and automatic network connectivity, has a large

coverage and high data rate.

• Cellular Communication Systems GSM and 3G. Useful in case of low computation power devices

such as the meters. It is quick and low-cost to obtain data communications coverage over a large

geographic area [16]. ere are several solutions that use a Short Message Service communica-

tion to send the meters data.
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• Wireless Communication based on 802.15.4 ZigBee is a wireless communication that is recom-

mended to be used in SG considering the IEEE 802.15.4 protocol stack[19]. ZigBee is designed

for radio-frequency applications that require low data rate, long baery life, and secure network-

ing. Selected as the communication technology for the smart metering devices [18] because it

provides a standardized platform for exchanging data between smart metering devices and ap-

pliances located on costumer premises[32]. WiMax, WirelessHART and ISA100.11a are other

examples of wireless communications based on the IEEE 802.15.4 protocol.

Other examples of wireless communication are satellite, cognitive radio and microwave communica-

tions. Fiber-optic communications and Power-line Communications are some of the wired commu-

nication possibilities. Power-line communication has the advantage of being already installed so the

cost of deployment is less expensive than other wired solutions. Fiber-Optic has also the advantage of

being faster than wireless technologies but its downside is that it can be more expensive to deploy. In

this case, there is the need to implement from zero in an infrastructure that lacks cables with that sort

of technology.

2.2.1 PowerLine Communication

PowerLine Communication (PLC) is a communication technology which uses the installed elec-

trical cables to transmit data. It has been the first choice for communication with the electricity meter

due to the direct connectionand successful implementation of AMI in urban areas where other solu-

tions struggle to meet the need of utilities[26].

e typical application of the PLC is to connect the smart meter to the data concentrator. e smart

meter communicates the consumption or production data to the collecting device through the power

line. Aer the collection from the meters, normally, the data aggregator sends the stored data to a

central facility, it is owned in most cases by the electrical company. e communication goes through

a more fast technology like optic fiber. In Europe, the majority of the transformers serves 200 cus-

tomers or more, so the data collectors are located in these transformers in the Low-Voltage (LV) side.

In the USA, the concentrator or aggregator is oen in the Medium-Voltage(MV) side of the grid due

to the low number of end points per transformer. On cpntrary, the large number of end-points per

transformer in Europe avoid the need to locate the concentrator up in the substation, in the MV side, it

can be conveniently located on the LV section of the grid. REMPLI project tells us that unlike solutions

based on ZigBee or Wifi, PLC-based AMI have a proven track record of being able to avoid network

congestion when cooperative schemes are employed[24]
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As it was stated before, one of the main advantage of using a PLC based communication infrastructure

is the cost to deploy. e fact that the cables are already installed makes PLC a more appealing tech-

nology compared to other wired solutions. Considering only the costs, PLC can even be compared to

the wireless solutions[26].

e standardization efforts on PLC networks, the cost effective, ubiquitous nature and widely available

infrastructure can be the reason for its strength and popularity. It is also well suited for urban areas and

for the smart grid applications besides AMI. PLC can also be used to monitor and control, the involved

areas are already covered.

Although its popularity, PLC still has some disadvantages due to the nature of the channel and some

technical problems. e communication channel is a harsh and noisy environment, making it difficult

to model. Furthermore, the network topology, the number and type of the devices connected to the

power lines, wiring distance between transmier and receiver, all of these factors affect the quality

of the signal that is transmied over the power lines. However, recent modulation techniques and

technologies are surpassing the mentioned difficulties, mitigating the noisy environment by reducing

the data rates and the bandwidth.

2.3 Smart Information SubSystem

is part of the SG refers to the whole information that is collected by sensing the consumers

consumption and its management . e data collected is oen used for billing, grid status monitoring

and user appliance control [32]. It is aggregated and collected, aerwards, smart management is ideally

performed on the data.

An important concept in the information subsystem is the Smart Metering and the Smart Metering

System or Automatic Meter Reading AMR. is system is responsible for collecting the data from the

measurements that are performed by the SMs.

Other part of the Smart Information SubSystem is the Smart Monitoring and Measurement that can be

approached by either sensors or phasor measurement units(PMU) which are a specific type of sensors.

General Sensors are used for detecting failures, tower collapses, hotspots and extreme mechanical con-

ditions. ey can also provide real-time diagnose of the grid status. PMU’s are sensors that measure

the electrical waves on a electrical grid to determinate the health of the system. ese systems collect

information regarding the status of the grid in order to monitor it and detect failures and outages.

e Smart Metering Systems only collects data from SM’s and it only embraces the management of
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that data.e management refers to the whole information analysis and modeling, integration and op-

timization.In this specific part of SG, there are several areas of research that represent a new set of

opportunities.

2.3.1 Smart Meters

Smart meters are devices that sense the energy consumption. ey are installed in the costumer

side, households or in industrial facilities, depending on the costumer nature. Playing a major role

in the information subsystem, smart meters present several number of challenges in sensing and an-

alyzing[36]. e Smart Meering System, or AMR(Automatic Meter Reading) is referred in [28] as

the technology whose goal is to help collect the meter measurement automatically and possibly send

commands to the meters.

As referred in the previous section, the main function of a smart meter, and all meters, is sense the

consumption in the costumer side. e feature of sending, allocate and aggregate the information that

comes from many meters allows a company to remotely read the consumers’ consumption at each

household, without the need of actually going to the premises and notifying the costumers[49]. Jorge

Vasconcelos [13] enlightens in his work the potential benefits of the smart meters, for example, the po-

tential benefits for customers are customer awareness and energy saving, more accurate meter reading,

billing, beer service quality, greater tariff variety and flexibility, improved conditions for vulnerable

customers, easier comparability of offers and it is easier to change supplier. [28] states some benefits

of the smart metering system: Real time pricing, power quality measurement, automated billing, load

management, remote connect/disconnect, outage notification and bundling with water and gas.

Privacy and security are important concerns when dealing with the sensed information. ere are

many privacy issues considering that external parties access the consumer energy consumption. Some

are authorized parties, but there is a risk of an unauthorized access of this data, leaving to some se-

curity and privacy dangers. For example, by analyzing the data, one could determinate which devices

are plugged in at some specific time, giving for example information about if there is someone in home

or not. Many pieces of work propose solution to securely store this sensible information. Although

privacy and security are out of the scope of this work, it is important to mention it.

2.3.2 Demand Side Management and Real Time Pricing

Demand Side Management refers to a series of strategies and policies to load balance the demand

efficiently in order to prevent very high demand peak hours, the overload of the production and the
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occurrence of blackouts or faults. Although applied in the SG and AMI scenario, it is not a recent trend,

demand side management has been considered since the early 80’s [20].

One of the applications of Demand Side Management in the Low-Voltage Grid is Demand Response(DR).

It refers to the ability to make demand able to respond to the varying supply of generation that cannot

be scheduled deterministically. Demand response is a mean to alleviate peak demand and bring more

awareness on energy usage to the consumer. It is believed that DR will allow a beer control of peak

power conditions, maximize the use of available power and increase the power system efficiency.

A more specific example of how DR can be applied is with real time pricing which is one of the strategies

to achieve and realize Demand Side Management. Real time pricing is a pricing policy that basically

consists of upgrading the prices accordingly to the demand and the supply. In other words, the prices

change as the demand increases or decreases along periods of time. is policy tend to persuade the

costumer to reduce their energy consumption during the peak hours, since the price is higher, and

increase slightly outside the peak hour, when the price is lower.

In [21] is realized a research regarding the aforementioned policies in UAE. e experience states that

costumers react beer to peak time adaptive tariff. Also, it is stated that with these pricing policies,

costumers are more aware of their consumption and, for consequence, more willing to reduce their

consumption during peak hours. e authors also point that consumption demand is reduced during

the peak hour while balancing it.

[43] proposes an optimal pricing policy for aggregators. e aggregator ”buys” the electrical energy

from the supplier, and regarding the necessary demand, defines the price. e time is spited in K time

intervals, in the k interval the aggregator must make decisions based on the k−1 interval information

about demand and energy available from the electrical company. e goal is to maximize the profit, but

it can also be applied to reduce the demand during peak hours if the decisions are made for reducing the

demand when the supply is low and the demand high. e behavior is similar to the PowerMatching

city, but the aggregator has instead information about bids to buy or sell energy.

2.3.3 Data Collector/Aggregator

Data collectors or data Aggregators are devices installed in the Low Voltage side of the Grid, in

the European case, or in the Medium Voltage side of the grid in the American case due to the SM per

transformer differences between the two locations. ey normally serve as data storage where a set of

SMs are directly connected to it sending the consumption or production of a household.

Data Collectors normally serve as a storage but this is not a rule that apply to all. ere are cases



2.3. Smart Information SubSystem 14

where the data aggregators perform more operations. In the PowerMatching City project case, the

data collectors receive data in bid format, to buy or to sell and then calculate the price of the energy to

others buy and sell. ey work as a market, not only collecting information, but also making decisions

about prices. In the case of InovGrid, the data collectors just collect data. Some other projects lack the

existence of these devices, using instead a cloud based service, while the remaining projects studied

use the collector inside the house to aggregate data from different electrical devices to know which

ones are consuming the most. SG projects which don’t require the use of any data collector propose a

architecture that enable the smart meters to directly send their data to a data center through a cloud

based service. ese different architectures exist because there are different goals in the different pilot

projects. e ones which use big data to perform detailed statistical report to raise awareness in the

costumers require the maximum amount of data as possible. In the cases where the goal is to achieve

a ideal strategy to buy/sell energy, provide a reasonable Demand Side Management and useful infor-

mation to the operation side doesn’t require a big amount of data, so they use a mid level set of devices

to aggregate the data.

2.3.4 AMR and AMI

As referred in this document, the smart metering system is composed by smart meters that sense

the energy consumption and send their data to a Gateway or a Data Collector. It can also be defined

as AMR or AMI. In [36], the AMR is described in more detailed as an “technology of automatically col-

lecting diagnostic, consumption and status data from energy metering devices and transferring that data

to a database for billing troubleshooting and analyzing”.

e Automated Metering Infrastructure is a more sophisticated version of the traditional AMR, it pro-

vides two-way communication, enabling more control of a smart meter behavior. erefore, all of the

meter information is available in real time, allowing improved system operations and costumer power

demand management[36]. AMI has also the ability of reconfiguring to adapt to communication fail-

ures, perform outage management and reporting, service connect and disconnect and it also enables

time stamping of meter data [12]. AMI is built upon AMR.

Current SM enable two-way communication, an important part of the benefits that come from the

usage of this new meters, comes from this two-way communication, also it is not only important for

behavior control and outage detection, it enables the realization and implementation of in-network

algorithms.Normally, the SG contains an AMR which has an AMI built upon it, enabling two-way

communication.
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In the pilot projects studied, all metering systems were composed by the smart meters. e common

behaviour is that in a pre-defined period of time, the devices send the consumption data. As it was

previously described, in part of the projects, a cloud based service is used for the SM to send the data

. In other cases, substations that work as data collectors are used to concentrate the consumption

information from the SMs connected to it, usually a whole neighborhood, aerwards, the data from

the substations is sent to a data center. In small SGs, there is no central data center, the substations

communicate with each other.

2.4 Wireless Sensor Network

Wireless Sensor Networks(WSN) are ad-hoc networks composed by tiny devices with limited

computation and energy capacities. ese tiny devices, sensors, are called tiny because of their low

capability of computation, communication and storage. e WSN low-cost sensors monitor physi-

cal properties on environmental conditions, such as temperature, sound, vibration, pressure, monitor

pollutants and cooperatively pass their data through the network to a main location(sink node) via

multi-hop wireless links[35] or to their peers.

WSNs act under severe technological constraints: individual sensors have severely limited computa-

tion, communication and power(baery) resources and need to operate in seings with great spatial

and temporal variability.e ad-hoc nature of a WSN implies that sensors are also used in the network

infrastructure, i.e., not just sending their own data and receiving direct instructions but also forward-

ing data for other sensors. Modern networks are bi-directional, enabling control of sensor activity but

some WSN could not have bi-direccional communicatin due to low computation power of the sensors.

e development of wireless sensor networks was motivated by military applications such as bale-

field surveillance.

Today, WSN networks are used in many industrial and consumer applications like industrial process

monitoring and control, machine health monitoring and so on. Some of WSNs requirements are: large

number of nodes, low energy use, network self organization, collaborative signal processing and query-

ing ability.

WSNs are becoming increasingly popular in many spheres of life [8], they also have the capability of

forming the sensor web services which can be considered as an extension of the future internet towards

smart devices, Internet of ings(IoT)[35].
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2.4.1 WSN and Smart Grids

Considering the application of WSNs, they can also be applied in the SG. Furthermore, the AMR

could be considered as a specific example regarding the usage of a WSN. One can implement WSN

solutions for data aggregation in AMR .

WSN has been widely recognized as a vital component of the electric power system[33]. WSN contains

a large number of low cost and multifuncional sensor nodes which ”can be of benefit to electric system

automation application, especially in urban areas”[22]. e collaborative and context-awareness nature

of WSN brings several advantages over traditional sensing including great fault tolerance, improved

accuracy, larger coverage area and extraction of localized features [33]. Sensor nodes can monitor the

overall network.

WSN could apply to several features in the SG: basic measurement, smart voltage sensors, smart capac-

itor control, smart sensors for outage detections and weather condition sensors, distributed generation,

smart gird storage and, referenced before and more importantly for this work, WSN for AMI( Advanced

Metering Infrastructure) or AMR. A specific example is in [33] where a WSN could apply perfectly to

a household or House Area Network(HAN) . ZigBee is a communication technology oen choosed

in Smart Grids due to its reliable wide area coverage and predictable latencies. It is also a suitable

choice for a Local Area Network such as a household or a neighborhood. As an example in [33], a

WAMR(Wireless Automatic Meter Reading) can determinate real-time energy consumption of the cus-

tomers by sensing each device that has a wireless sensor on it. e smart meter within the household

implements an interface that translates, summarizes and aggregates data of power usage and presents

it to the power utility.

Other examples of WSN appliances in SG are found in [33]. WSN could apply in Power Delivery and

in Power Generation as well since the sensors can monitor the deliver systems, in the first case, and

monitor the energy generated in the second case.

Although very similar, there are some differences between WSN and Automatic Meter Reading. Such

diferences are stated in [28]. For example, individual consumption measurments must preserve its

information. In WSN, sink doesn’t care about indivudal data but in AMR, aggregation nodes must

preserve the unique measurments, plus, the meters must have a unique indentifier that links the smart

meter to a household/costumer/producer. Also, Smart meters have fixed positions opposite to some

WSN, base stations may need to disconnect/connect to a specific costumer. Even in security, there are

some differences. e main security concern in WSN is to preserve the privacy of data, in SM, altough

privacy is an important issue, integrety of data is the main concern.

WSN, even considering the diferences to AMR, provide a variety of solutions and gives some insight
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to understand and comprehend the problem of distributed aggregation in AMR since WSN is a well

studied subject.e topology we can find in some WSN can apply to the ones in the AMR. So, even

with differents communication infrastrutures or different computation powers, from the topological

view, both networks are very similar.

2.4.2 Distributed Data Aggregation in WSN

Distributed Data Aggregation in WSN is a widely studied subject, with several works and pro-

posed solutions. Distributed aggregation adquires a special importance in WSN, since the sensors are

low resource devices, the effort to implent distributed solutions is quite mandatory. e aggregation

techniques reduce the amount of data communicated within a WSN and thus conserves baery power

[8].Periodically, as measurements are recorded by individual sensors, they are collected and processed

to produce data representative of the entire WSN. A natural approach is consider that the sensor send

the measured data to special sensor nodes, i.e., aggregator nodes [8]. In in-network aggregation nodes

forward the aggregated data to a sink that store it.

An example of in-network aggregation in WSN is in [8]. In this model, it is assumed that all nodes are

F 2.4: Principle of in-network aggregation

potential aggregators and that data gets aggregated as they propagate it towards the sink. e aggre-

gation proccess is simple, it doesn’t involve any expensive or complex computation. e aggregation

requires all sensors to send their data to the sink within the same sampling period so there is a need

for a global clock so that all node can synchronize. Another study is in [5], where a special kind of

distributed aggregation is proposed, Concealed Data Aggregation. is type of aggregation is defined as

an approach than promises the combination of end-to-end security and in-network aggregation. In [10]

it is assumed a general multi-hop network with a set S = s1....sn of n sensor nodes and a single base

station R. e aggregation is performed over an aggregation tree which is the directed tree formed

by the union of all the paths from the sensors nodes to the base station. Another WSN distributed

aggregation scenario is presented in [15]. e network model consist of a n sensor nodes and one base
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station that is also called a sink. Each sensor node can send or receive data to or from all directions. It

is assumed that all nodes have the same transmission range for simplicity. A node can either receive

or send data at the same time. It can only receive a data packet correctly when it hears this packet at

that moment.

2.4.3 Smart Metering Aggregation Model

e two main architectures for smart metering considering data aggregation are centralized and

distributed or decentralized[36]. In centralized fashion, the meters just sense the data, aerwards, it

is sent to a central aggregator with higher computation power that holds a central database. In a de-

centralized way, the aggregation role is distributed among several meters, not all of then. is type of

aggregation is called in-network aggregation [5][7]. e aggregation node in this scheme communi-

cates the calculated energy consumed to an appropriate party such as a energy producer. Typically,

this communication occurs once per billable period [36]. As introduced before, the architecture chosen

for this work is de-centralized due to the nature of the aggregation algorithms.

Usually, the centralized approach is composed by a cloud service provided to the costumers to store

their consumption data. ese approaches make use of a data center and uses this architecture so they

are capable of storing big quantities of data and perfome Big Data techniches on it, providing useful

information for both energy companies and costumers.

One example of the de-centralized architecture for aggregation is in the PowerMatching City of Hoogkrek.

e goals are different than providing statistycall information regarding the costumers consumption,

in the Hoogkrek case, the goal is to form a market in a microgrid that enables the household to be self-

sufficient in therms of energy. ey use the de-centralized archictecture to form several points of this

market where households sell and buy their energy. e nodes that concentrates the offers communi-

cate with each creating the city energy market. Another example is in Roondi et al[31], the overall

scheme is presented in 2.5, where a set of meters are connected to gateway sharing information, the

central station only works to set the aggregation rules.

2.5 Smart Grid Projects

So far there aren’t standards to realize the Smart Grid, as it was aforementioned, not even a com-

plete and specific definition about what is a Smart Grid. Even without a specific definition regarding

the standard model and communication, there are common concepts that are well accepted and visions

that are transversal. e introduction of communication and information technology into the grid, the

idea of a consumer that is not only a consumer but also a small producer that can supply the grid and
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F 2.5: e functional nodes of the architecture

itself, with electrical energy, the remote control of the components like electrical cables, stations and

more, these are ideas that are likely to be features that all the future SG will have. In order to under-

stand how is the status of the deployed SGs and the directions they will take in the future, we analyzed

several pilot projects and companies that are currently trying to implement the new grid.

2.5.1 Opower 4

Opower[47] is a company that promises to help costumers to reduce their energy consumption.

ey provide a cloud based service to gather data regarding the costumers information about their

energy consumption. Using big data and behavioral science they provide reports to the costumer with

their consumption history in the time period that report is about. Also, the reports give tips and advices

where the consumer can reduce the energy consumption, and therefore, reduce the energy bill.

One of the version of the promised platform, one of the most recent, is called Opower 4. Opower 4

works as a service platform, is a Soware as a Service platform. e model is like the general model for

the SG Information subsystem described in Section 2.3. Households using this services have a smart

meter installed, every 15 minutes, the device sends the data to a cloud through a cloud based service.

e collection of the data is only made in one point, in a Data Center that concentrates all data. ere

is no reference regarding the number of data centers that the company uses. Big Data analysis is

performed in the data. Mainly, as it was stated, the platform exists for billing proposes and to raise

awareness in the costumers so that they reduce their consumption with reports that have statistics of

each household. For example, one costumer comparison with the neighborhood and what devices are

consuming more or less.
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2.5.2 DEHEMS Project

e DEHEMS project [48] is an infrastructure that reasons about the household’s energy behavior

and tests the effectiveness of various persuasive techniques . e system receives energy information

from several sensing devices, including the ones that sense electrical consumption. e special feature

about the DEHEMS project is that it uses Informix TimeSeries [45] that is a built in feature of Informix,

a database type from IBM, that adds support for managing time series (time stamped) data, this feature

is specially important in the management of data regarding the reading of the meter.

is project operates in the distribution grid. e model also includes de household, where several

sensors are installed, not only for electricity, but also for gas and water. Each sensor, with a 433Mhz

Radio, takes reading every 6 seconds and sends it to a DEHEMS Gateway that aggregates all the infor-

mation about the house. e data of all the Gateways is concentrated in a Informix database so that

big data operations can be performed on it.

e goal of this project is the same as the aforementioned project, raise awareness in the costumers by

generating statistics abou each household consumption(CO2 emissions, cost of the energy, history of

consumption and comparison with the other consumers) and send it to the consumer.

2.5.3 Pecan Street Project

e Pecan Street Project[46] is a research project in Smart Grids by Pecan Street Inc., a University

of Texas based research organization. Started in Austin an then expanded to other cities and states.

e focus of the research is mainly in the information subsystem of Smart Grid. One of the project

goals is to understand how to lower the carbon emissions by learning how energy is being used among

homes. But understanding the how is only half of the challenge: Pecan Street also seeks to understand

what homeowners need in order to manage their energy use.

It operates in the distribution grid and it works in a similar way as the DEHEMS project. In each

house, there are several sensors installed to sense the consumption in each device, for example the Air

Condition System. e sensors send their data every 2 seconds to the gateway and then to the smart

meter every 15s, the meter sends the collected information from the gateway to a data center every 15

minutes. e gateway performs an estimated average of all devices connected to a sensor. e con-

sumption data is in the end used for statistical analysis to produce results about the consumer energy

consumption. With this information, the Pecan Street Project staff pretends to lead their costumers to

use their energy more efficiently.
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2.5.4 Smart Meter Data Stream in the Cloud

is is a solution proposed to handle the SM data for real time pricing in a distribution electri-

cal grid which is in [30]. e simulation considers a set of 1 million meters connect via TCP/IP to a

data center/Cloud. Every second, each SM sends a package containing information about the electrical

consumption of an household. e cloud model is composed by layers. Since every moment a new

package arrives, it is like a stream, so several stream tasks are created in the lowest layer to handle

the incoming data. In the upper level, within the cloud, aggregation tasks are created and they work

in parallel to handle the information that comes from the lower level, the stream tasks. As the traffic

increases or decreases, more aggregation tasks are created or deleted accordingly. In the paper simu-

lation, 2 aggregation task were created. In the highest lawyer there is one real time pricing task that

has the role of updating the energy price according to the amount of the energy consumed.

is paper offers a solution to handle smart meters data to provide a real time pricing policy to bal-

ance the demand of energy and also to continuously monitor the meter, mainly to prevent outages and

blackouts during peak time.

2.5.5 Inovgrid/InovCity

Inovgrid[40] is a project powered by EDP, Energias de Portugal, that pretends to modernize the

portuguese electrical grid, more specifically, the distribution grid. In other words, the project aims to

transform the traditional grid into a smart grid by adding information and communication technology.

is is still a pilot project, there is no mass scale aempts yet to fully implement. So far, there is only

a pilot project called the InovCity in the city of Évora that consists of a smart grid small experiment,

with the installation of several smart meters and sensors in some of Évora households.

In further detail, the InovCity model can be explained by dividing the grid into three smaller networks:

a Home Area Network(HAN), a network in each house, where each device has a sensor that commu-

nicates with the smart meter installed in the house. In the set of devices that composes the HAN,

electrical vehicles are also included. Local Area Network, a set of households, a neighborhood connect

to a DTC/substation that communicates through the electrical cables, PLC Prime and LMS protocol.

Finally, the wide area network that embraces all the other minor networks

In terms of number, in InovCity 300 000 Smart Meters and 300 DTC/Substations were installed. e

Smart Meteres communicate the consumption of an household every 15 minutes to a Substation which

therefore communicates to other substation and finally to a central facility. Each substation has the

capability of performing data analysis and process data function, so, depending on the type of analysis,

the substation can perform it locally. Basically, the whole collection of data works in an hierarchical
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way, the data is collected in every smart meter regarding the information about every device with a

sensor, a substation aggregates information about the houses connected to it, the upper level of sub-

station collects the information of the other substation connected to it in lower levels, and finally the

central facility concentrates all, working as a “sink”.

ere are 3 goals the company claims to achieve with the InovCity architecture. More energy efficiency

by raising awareness in the clients with detailed information about their consumption. Increase Oper-

ations efficiency and reduce its costs by remotely perform any needed operations from a central station

instead of doing it locally. Finally, commercial benefits by having a real time consumption instead of

an estimated one and more accurate control by having a real time alarm of a failure in a SM..

2.5.6 PowerMatching City

PowerMatching city[44] is a pilot project of a self sustainable micro smart grid implemented and

tested in Hoogkrek, a town in the north of Netherlands. Opposite to the other examples, the goal is to

create a self -sustainable city when it comes to energy consumption. e costumers can buy and sell

their energy. ey buy it from a market that is composed by small local producers that can gener-

ate energy through renewable sources. is way, the city becomes independent from major electrical

companies.

In PowerMatching, each household has a smart meter that has the information about the consumption

of each device and also about the energy produced. e information is sent by the smart meter to a

coordinator/data collector through an VPN communication infrastructure. Also, an ADSL communica-

tion channel is used between the coordinator and the houses connected to it to prevent the occurrence

of faults. e coordinator is responsible for collecting the information about the energy consumed and

produced, and generating the prices accordingly, working as a market. is idea can scale adding more

coordinators that are connected and communicate among each other to work as a whole market.

In the implementation in Hoogkrek, 25 Households had an SM installed to the PowerMatching city

network with, at least, one collector/coordinator. Data is collected in every coordinator station, there-

fore, the process in the station works in a lawyered scheme, the lower levels receive and collect the

information, send it to the upper level in the bid format, to buy or to sell energy that are communicated

to every house connected. It is not mentioned what is the interval by which the prices of the energy

are changed, but we can admit that it is not consider peak hours of high demand of energy, but in terms

of supply and demand as in all markets.

Also, the system contemplates three web portals for data: user Portal where the user can check her/his

stats about energy consumption/production, operator Portal which is mainly used for operations(monitoring
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and detecting failures, data analysis that generates reports used mainly for research proposers and for

the development of the project.

e main goal is to organize a market where the community is independent from global companies.

e measured data is used and aggregated mainly for price proposes, i.e., following the market rules,

the data is used to give selling and buying prices. Also, in terms of singular house, the data is used

also by the system to buy or sell the energy. If a house has low energy supply plus high demand, the

systems should buy it, on the other hand, if there is a surplus, ideally it should be sold it to the market.

ere are other examples of other smaller SG models that represents more an idea than an deployed

project. Keita Suzuki et al [42] presents a particular case in a office building in Japan(Heating ventila-

tion and air conditioning facilitie,HVAC) where existis the need to aggregate power curtailments from

hundred or thousands of distributed HVAC facilities. Several smart meters where placed, connected

to a Gateway that receives the consumption data for daily or monthly billing. e Gateways are con-

nected to a central ADR, Aggregation Cloud, which aggregates all the consumption.

Another work using a decentralized way is in Roondi et al[31]. e smart meters generate the en-

ergy consumption measurements, the Gateways securely aggregate the metering data and external

parties access the aggregation results. Each meter is directly connected to a Gateway, receiving data

from a limited number of meters. At regular time intervals, 15 min in this case, the meter generate a

measurement and sends it to the Gateway.



Chapter 3

Distributed Data Aggregation

3.1 Definition

Data aggregation is a technique that , on its basis, consists in reducing the amount of data collected

and the resources needed to process it. According to [27], data aggregation is considered a subset of

information fusion, that aims at reducing the handled data volume. A more precise definition is given

in the same report:

Definition 3.1. An aggregation function f takes a multiset of elements from a domain I and produces

an output of a domain O.

f : NI → O

e order in which the elements are aggregated is irrelevant and a given value may occur several

times. e main goal of data aggregation, ”the aggregation function aims to summarize information. e

result of an aggregation takes less space than the inputed multiset (element from NI )”.

Distributed data Aggregation or in-network aggregation tends to distribute de computation of an aggre-

gation funtion among several nodes in the network. In contrary of a centralized architecture, where a

central node computes all the data and performs the aggregation function, a decentralized aggregation

distributes the data computation, hence the effort to compute the aggregation function is reduced.

3.2 Distributed Data Aggregation Algorithms

Distributed Data Aggregation Algorithms are protocols used to compute an aggregation function

in a decentralized way. ey are used and more suitable when the network lacks a node or component

that has the computing capacity to process large ammounts of data. is is the case of WSN , were all

the nodes are tiny devices with low storage and proccessing capacity.

24
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In [27] is also presented a simple taxonomy of the existing algorithms that perform distributed data

aggregation. First is analyzed the algorithms from the communication perspective, i. e., the routing

protocols and the intrinsic topologies, aerwards, is analyzed the computation issues, how the aggre-

gation functions are computed by the algorithms.

3.2.1 Communication

3.2.1.1 Hierarchy-based approaches

Traditionally, existing aggregation algorithms operate on a hierarchy- based communication scheme.

is is a structured communication scheme. It is required to know in advance the topology of the net-

work. A hierarchycal communication tree is constructed, with several levels of nodes. In the root

of the tree there is a main repository of all data, denominated as sink. Besides the sink, other special

nodes can be defined to compute intermediate aggregates, working as aggregation points that forwards

their results to upper level nodes. ere are generally two main phases, request phase, corresponding

to an aggregation request spreading through all the nodes, an the response phase where all the nodes

respond to the request sending their aggregation results. Some specific examples of these kind of com-

munication are presented.

3.2.1.2 Gossip-based approaches

is type of approach is referred as an unstructured approach, contrary of the aforementioned

structed approaches. In this type of scheme there is no previous knowledge of the topology of the

network or any specific structure. e information or messages are commonly disseminated across

the network without following any specific topology, the information is passed from a node to one or

many nodes, like a infectious disease or a gossip,i.e., an ”infected” node sends a message to a random

subset of nodes. is type scheme tends to allow a robust (fault tolerant) and scalable information

dissemination all over the network[27]
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3.2.1.3 Hybrid approaches

Hybrid approaches propose a solution that merge both hierarchic and gossip-based approaches,

using the high accuracy and efficiency of the hierarchic based schemes and the robustness of the gos-

sip approaches. In the disadvantages of one approach, the other one has it as an advantage. Hybrid

approaches aim to merge the advantages of both schemes to eliminate both disadvantages.

3.2.2 Computation

3.2.2.1 Hierarchical

e input is separated into groups so it can be computed in a distributed hierarchical way. It

depends on the previous formation of a communication structure such as tree or cluster. Some node

work as forwarders, just forward data to upper levels of the hierarchy, and others work as aggregators,

apply the aggregation function directly to all received input and then works as a normal forward node.

is class of algorithms allows any decomposable function with high accuracy without the presence

of faults. Algorithms of this class were aforementioned.

3.2.2.2 Averaging

is class of computation scheme is based on an iterative computation of partial aggregates, where

all nodes share their results among the network and all of them contribute for the final result. is

scheme provides high accuracy, considering that all nodes converge to the same result. However, in

order to converge to the correct result, the algorithms must respect an important principle commonly

designated as ”mass conservation”. [27] describes ”mass conservation” as an invariant, stating that the

sum of the aggregated values of all network nodes must remain constant along time. One example of

algorithms of this class, is among the ones with gossip base communication scheme, since the results

of the aggregates could be shared randomly with the neighbor nodes. Due to its nature, Averaging

algorithms tend to be highly robust, i.e., tolerant to faults on contrary the structured algorithms. De-

composable and duplicate sensitive functions can be computed in this class.
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3.2.2.3 Sketches

Sketch based algorithms are proposed in [4] that use small sketches. Based on the probabilistic

counting sketches technique that estimates the number of distinct elements in a data collection and it

is described in further detail in [11]. It is based on the use of an auxilary data structure with a fixed size

that holds a sketch of all network values It uses two phases in the communication proccess: the sink

propagates the aggregation request across the network and then the results are collected back to the

sink. In the first phase, all nodes compute their distances to the root, in the second phase the partial

aggregates are computed across the routing structure, using the adapted counting sketch scheme, and

send to the upper levels in successive rounds.

Input values are used to create sketches that aggregated across the network, using specific operations

to update and merge them. e aggregation could be done using multiple paths. is type of algo-

rithms enables operations out of order and enables duplicate insensitive functions. e computational

cost of this class depends mainly on the resources used to produce the result by the estimator and the

complexity of the operations to produce the sketches. is kind of algorithms tend to be very fast, de-

pending on the dissemination protocol used to propagate the sketches, but lack accuracy because they

are based on probabilistic methods.

3.2.2.4 Digests

is class of algorithms allowd the computation of more complex functions like median or mode

than the normal aggregation function such as SUM or AV ERAGE. is algorithms produces a di-

gest, data structure with a bounded size that holds an approximation of the statistical distribution of

input values in the whole network, that summarizes the system data distribution, an histogram. e

accuracy of this class of algorithms depends mostly on the quality and size of the obtained digest. Usu-

ally it requires more resources.

A overall taxonomy table is presented in [27] Considering the table in 3.1, we select the algorithms

to use in our tests. Hierarchical and sampling algorithms are not selected because they provide results

only at one node, also, sampling algorithms are used mostly for evaluate the size of the network and

that is not the kind of function we measure and compare in this work. Also, algorithms based in di-

gests are oen used to test a distribution of values in a network or to compute complex aggregation
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F 3.1: Summary of the characteristics of main data aggregation classes

function, these problems are out of the scope of this work. We choose algorithms based on Sketches

and Averaging, they are fault-tolerant, fast and also they provide results in all nodes. Sketch based lack

some accuracy, but the tests showed a reasonable error of the value we wanted to evaluate.

3.2.3 Push-Sum

Push-sum protocol is described in [3] and it is a gossip-based protocol. [27] describes the algo-

rithm function : along discrete times t, each node i maintains and propagates information of a pair of

values (sti, wti) where s represents the sum of the exchanged values and w the weight associated. In

each iteration, a neighbor is chosen uniformly at random and half of the actual values are sent to the

target node and the other half to the node itself. Upon received, the local values are updated, adding

each value from a received pair to its local component. In the Push-Sum algorithm [3], initially, each

Algorithm 1 Push-Sum Algorithm
1: Let {(s1, w1), . . . , (sr, wr)} be all pairs sent to i in round t− 1
2: Let st,i :=

∑
r sr , wt,i :=

∑
r wr

3: Choose a target ft(i) uniformly at random
4: Send the pair

(
1
2st,i,

1
2st,i

)
to f(i) and i (yoursel)

5: st,i
wt,i

is the estimate of the average in step t

node generates a pair (s, w) where s is its value to aggregate and w its weight, initiated to one. At
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every round t, each node i evaluate sr and wr which are the SUM of all the pairs (s, w send to i in the

previous round. Aer evaluating (sr, wr), send half the 1
2sr and 1

2wr to a randomly choose neighbor

and to itself. e AVERAGE in the round t is the SUM of all received s in the round i plus sr divided to

the SUM of all received w in the same round i plus wr .

3.2.4 Flow Updating

Algorithm 2 Flow Updating
State Variables:
fij ,∀j ∈ Di, flow, initially fij = 0
eij , ∀j ∈ Di, estimates, initially eij = 0
vi, input value
message-generation function:
msg(i, j) = (fij , eij), ∀j ∈ Di

state-transition function:
for all (fji, eji) received do

fij←−fji
eij ← eji

end for

ei ←
(
vi−

∑
j∈Di

fij

)
+
∑

j∈Di
eij

|Di|+1
for all j ∈ Di do

fij ← fij + (ei − eij)
eij ← ei

end for

In Flow Updating[14], each node i initializes its state variables, a set of pair (fij , eij)where fij = 0

and eij = 0, a pair correspondent to each neighbor, contain the flow and an estimate. Also, the node

holds an input value vi, the value to aggregate.

At every round, a node generates and sends a message to each neighbor j, the node i send its corre-

spondent flow and estimate (fji, eij).

e next step, the state transition function, each node starts by updating the local flows and estimates

with the corespondent received one from the corespondent neighbor. ereaer, each computes a

new prediction of the aggregation value ei by averaging the received estimates and the one locally

calculated by the equation bellow, that evaluates the overall estimate AV ERAGE of the network. It

updates aer its state accordingly: the new estimates equals to the one previous estimate calculated

and the flow fij is added the difference between the new estimate ei and the received estimate fromj.

ai = vi −
∑
j∈Di

fij
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3.2.5 Push-Pull

Similar to the aforementioned push-sum protocol, the push-pull gossiping[6] performs an aver-

aging process. is algorithm executes an epidemic protocol to perform a pari-wise exchange of ag-

gregated values among neighbor nodes[27]. In periodic intervals of time, a node send its value to a

randomly selected node and waits to receive a result back, the response from the selected node. Af-

terwards, an average with the new value and the present value its performed in order to calculate and

store a new one. When a node receives a value from another node, the same process is performed, send

the current value and calculate a new one from the average of the received value and the current one.

In Push-Pull protocol [9], the nodes work with two threads. e active thread runs once at each

Algorithm 3 Push-Pull Active read
q← getneighbour()
send sp to q
sq ← receive(q)
sp ← update(sp, sq)

Algorithm 4 Push-Pull Passive read
sq ← receive(∗)
send sp to sender(sq)
sp ← update(sp, sq)

round. Selects a neighbor q at random and send to it its value to aggregate sp, aerwards, expects to

receive the value sq from the neighbor q. Update them the value sp by averaging sp and sq .

Each node runs the passive thread in background, all the time. is background process basically sends

the hold value sp to every requested neighbor q. Aer sending it, the node updates it value sp the same

way as the active thread.

3.2.6 RIA LC/DC

Algorithm proposed in [11], a multi-path routing aggregation approach. e algorithm consists

of two phases. First an aggregation request is sent by the sink throughout the whole network, creating

a multi-path routing hierarchy. Second, starting in the lower levels, each node generates a sketch

correspondent to its current state and sends it to the nodes in the upper level. e node that receives

the sketch, creates a new one combining its current value and the received sketch and sends it to the

upper node until the top is reached where the sink computes the aggregation estimate.

Each node initially holds a sketch, an array of zeros of size m. Each node initializes the array by
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mapping, using a random function that gives the index of the array, the value to aggregate into the

sketch, bit by bit. For example, if the value to aggregate is 3, the node should map the values 1, 2 and

3. Aer initialized the sketch, at each round the nodes share with their neighbor the sketch and merge

the received ones with the sketch hold locally by using XOR. In order to calculate the estimate n̂ of the

SUM is calculated by

n̂ = −m ∗ ln(Vn)

Where Vn is equal to the division of the number of zeros in the sketch and the size of m

3.2.7 Extrema Propagation

is approach reduces the computation of an aggregation function[27]. A vector xi of k random

number is created at each network node i. Random numbers are generated according to a known

random distribution, using the node initial value as an input parameter. e execution of the algorithm

”consists of the computation of the point wise minimum between all exchanged vectors”[27]. At each node,

the obtained vector is used as a sample to produce an approximation of the aggregation result. is

algorithm is focused on obtaining a fast estimate, rather than an accurate one. In Extrema Propagation,

Algorithm 5 Extrema Propagation
const K
var n, x[1..K]

Require: Init
n← neighbours(self)
for all l ∈ 1..K do

x[i]← rExp(1)
end for
Send x to every p p ∈ n

Require: Receive m1..mj from all p ∈ n
for all l ∈ 1..j do

x← pointwisemin(x,ml)
end for
Send x to every p ∈ n

Require: ery
return N̂

each node holds and shares a sketch, an auxiliary data structure to calculate the desired aggregation

function. Each node holds an array x with dimension K , and initializes every xi ∈ [1..K] equal

to a random value calculated by the function rExp(1), which returns a random number with and

exponential distribution of rate parameter 1. n is initialized as the set of all neighbors to a node i,

thereaer, the each node send the array x to every neighbor from n. At each round, every single node

from each message l from m1..mj updates the array x begin equal to the pointwisemin(x,ml). Aer
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updating x, send the updated array to each neighbor from n.

To calculate the estimate of the size of the network N̂ in each round, each node computes the equation:

N̂ =
K∑K

i=1 x[i]

3.2.8 AVERAGE and SUM

e aforementioned are used for evaluating the AVERAGE, except for RIA LC/DC. e other al-

gorithms suffer a small modification in order to compute other aggregation function such as COUNT

and SUM.

Considering the averaging algorithms, Flow-Updating, Push-Pull and Push-Sum the principle is the

same. e idea is to calculate the number of nodes in a network,COUNT function, and aewards ob-

tain the SUM by multiplying the AVERAGE result with the number of node in the network. To calculate

the number of nodes in a network, each node shares the value 0 instead of its internal value, except

for one node that starts with the value 1. From here, the process is the the same. Each node shares the

value with its neighbors and aer receiving values from its adjacent node, averages all of them with

its internal value. e idea is in the end obtain a value close to 1/n, where n is the number of nodes in

a networks. To obtain the SUM in every moment, it is multiplied n with the AVERAGE.

In the Extrema Propagation case, to calculate the SUM instead of the size of the network, the rExp()

function used takes as argument the value to aggregate, i.e., each node computes the function with its

internal value instead of 1.
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Network Topology

In order to test the aforementioned algorithms, it is necessary to build and evaluate a topology

that represents a SG network. e algorithms work with data, their function is to gather and collect

information and compute aggregation functions in a distributed way. erefore, we built our network

considering that it is a part of the SG information subsystem.

As it was stated in the Chapter2, the AMI/AMR network is part of the information subsystem. So, our

topology must represent an AMI Network, with the smart meter data used to compute the aggregation

function. We are interested in the collection of the data and the required process to update the prices

according to the overall production/consumption. In the following section, we detail more precisely

what scenario we assumed and which communication assumptions we made.

4.1 Case Study

In this work we consider the existence of data collectors. We don’t make any assumption regard-

ing the number of households connected per data collector. Instead we assume that a certain number

of smart meters are connect to a data collector. erefore, each device contains information about the

connected houses consumption and production.

Furthermore, we assumed a real time pricing scenario, where each aggregator have a behavior similar

to [43] and the PowerMatching city, i. e., the aggregator makes decisions regarding the energy price

based on the supply from the electrical company, the total consumption from the costumers and from

their production by renewal energy sources. e pricing policy followed is outside the scope of this

work, we only consider the problem of evaluate the overall consumption or production, so the aggre-

gators can make the pricing decision accordingly.

33
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Definition 4.1. For each data collector D, a set H of households with a smart meter connected to it.

H is defined as

H = {h1, h2, h3, . . . , hn}

Where n is the number of household in H and n >= 1

Definition 4.2. At a given time t, a data collector D contains a consumption CD which is defined by:

CD =

n∑
i=1

ci

where n is the size of the set H and ci is the consumption of the i household connected to the data

collector D at the time t.

Also, we assume that each data collector is located not only on the MV/LV transformer, but in ev-

ery substation of the network that contains electric equipments (e.g., rails, bus bars, electrical switches,

etc). Although we don’t cover the security aspects of the data collectors: information security, privacy

and integrity and physical information, there are in the current projects security measures to avoid the

violation/stealing of the data collector and encryption techniques that are applied to provide security

information guarantees. Once again, security issues are not covered in this work.

In the InovGrid [40] and Iberdrola projects [34], the data collectors only communicate the data to the

electrical company and not among each other. We took the example of the PowerMatching city, and

other proposed SG architecture seen in Chapter 2 that consider not a hierarchical network composed

by households, data collector substations, and the data center as a sink, but a network of data collectors

that communicate with each other. Although they communicate the overall network consumption/pro-

duction with the electrical company, they share their data with other collectors in order to compute

an aggregation function without the need of a central device.

To complete our scenario, we assume one more similar aspect to the PowerMatching city, but instead

of considering that the data collector receives the data in a bid format to buy or sell energy, we con-

sider consumption and production values. e price of the energy should be calculate according to

this 2 variables, as in a PowerMatching market does with bid. We will not cover the market aspect,

the problem we focus on is knowing the consumption or production of a data collector network using

Distributed Aggregation Algorithms.
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4.1.1 Communication

When building a topology or a network, it is important to know and consider the communication

technology used and what were the assumption we made about it. In AMI networks, there are many

options, both wired and wireless, for as many needs. A suitable choice for a Smart Meter - data collector

communication could not be a suitable choice for a central facility substation flow because there are

different needs and requirements. Since we were interested in the data collected by the aggregators

and the communication between them. e choice of a communication infrastructure must be among

the technologies used in the Low Voltage grid, i.e., where the metering is performed. We assumed a

PowerLine Communication Infrastructure, used, for example, in EDP InovGrid[40] and Iberdrola pilot

projects [34].

To simulate a PowerLine communication, in each cable that connects two data collectors, we evaluate

its channel capacity in Mbps. To evaluate it, we use a channel capacity function defined in [17] ,

assuming that all channel are Gaussian Channels. We also assume that the communication uses the

CENELEC A band.

Definition 4.3. Channel Capacity is defined by the function Mij

Mij =

B2∫
B1

C

(
ST |Hij(f)|2

N0Γ

)
df

Where Hij(f) represent the transfer function between data collectors vi and vj , Γ is a gap factor to

account for practical coding schemes,B1 = 9kHz andB2 = 95kHz are the lower and upper frequency

of the CENELEC A band, ST represent the power spectral density, N0 is the background noise modeled

as white Gaussian noise and C(γ) is the capacity at signal-to-noise power ratio (SNR) of γ

We assume the same reference values in [17], ST = −60dBV 2/Hz, N0 = −138dBV 2/Hz and

Γ = 10. C(γ) is defined as:

C(γ) = log
2
(1 + γ)

We assume that all the cables are of the type NAYY150SE. e cable lengths are the ones provided the

samples used in [41], other physical characteristics are taken from [29].

e channel capacity tells us the number of bits that a channel can transmit in a second. We use this

measure to evaluate the latency of a communication. We assume the latency as the time it takes for a

message to be used or processed by a node. We mimic a delay in the communication.

e process to evaluate the latency is explained.
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• At each transmission, the data collector divides the message size in bytes by the channel capacity

in mbps to obtain the delay, time it takes for the message to be transmied.

• e data collector aaches the evaluated delay time plus the current time, in the message that

will be sent.

• When receiving the message, the data collector checks the current time and compares it to the

time aached in the message.

• If the time aached is greater, the data collector simulation waits until otherwise. Aer that

time, consumes/processes the received message.

We didn’t considered a global clock, each node evaluates the time using a function that gives us the

current time in miliseconds. Even though we assume the capacity in every channel, this assumption

affects lile the computation time of our algorithms. In addition, we assume that each algorithm use

the same message size which is 32 bytes, the same size assumed in [23] for periodic data readings.

4.1.2 Network Architecture

is work focu is on the LV power grid network, with voltage VLV <= 10kV , to evaluate a Smart

Grid scenario. We start by choosing a Low Voltage power grid network sample to define a Smart Grid

graph. For the low voltage power grid sample graph, we choose one from the work of [41] and define

a Smart Grid graph.

Definition 4.4. A Smart Grid graph is a graph G(V,E) such that each element vi ∈ V is either a

substation with electrical equipment or a transformer of a physical power grid with a data collector

installed. ere is a edge ei, j = (vi, vj) ∈ E between two nodes if there is physical cable that enables

a PowerLine communication connecting directly the element represented by vi and vj

gode Our Smart Grid graph is a weighted graph, the channel capacity is the weight for the edges.

e figure 4.1 illustrates the graph representing the network used for our tests. Moreover, we choose

the Averaging algorithms and based on Sketches because they are designed to evaluate the function

AVERAGE, and more important, the function SUM. Other algorithms are more suitable to understand

a distribution of values in a network or to evaluate its size.
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F 4.1: Smart Grid Graph



Chapter 5

Performance and Results

is chapter presentes the description and results of the tests made in our Smart Grid graph in-

cluding a description of the implementation and the tools used for the simulation. Moreover, results

for each algorithm will be presented with a comparison between all the results.

5.1 Implementation

All the algorithms were implemented using the programming language Python. Other tools and

libraries are explained in the next sections.

5.1.1 Tools

5.1.1.1 NetworkX

We used NetworkX to represent our Smart Grid Graph, each node represents a substation/data

collector, and each edge represent a physical cable connecting two substation. For our weight we used

the channel capacity in mbps as explained in the previous chapter.

NetworkX [38] is a Python package for the creation, manipulation, and study of the structure, dy-

namics, and function of complex networks. It provides a python data structure to represent several

different types of graphs. It is also provided and API to perform know algorithms on graphs such as

the evaluation of the shortest path between two nodes. NetworkX represents graphs, nodes and edges

as classes, providing generators to create standard graphs. An example to generate a simple graph:

Import Networkx as nx

38
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G=nx.Graph()

Once the graph it’s created, it is possible to add a node, or a set of nodes. e same applies for adding

edges.

G.add_node('a')

G.add_node('b')

G.add_edge('a','b', weight = 2)

NetworkX represents the graph as an ”dictionary of dictionaries of dictionaries”, according to the web-

site, this allows fast lookup with reasonable storage for large sparse networks. e nodes represent

the keys, so, every object that is hashable can be stored as a node.

e method for accessing a node ,G[node], returns an adjacency dictionary. For each edge, Net-

workX uses a dictionary to store each property of the edge, in the cases of graphs where the edges

have several weights. It is also relevant to note that other important functions were used from the

NetworkX. One of the most used in our implementation is the function to get the adjacent nodes for a

certain node given as an argument.

G.neighbors(node)

It is also possible to store data in a node. Each node stores a dictionary that enables data that can be

stored, as long as the key to identify it is an hashbale datatype. In our work, we used this feature store

data structure such as a list of received messages.

5.1.1.2 Other tools

Other tools were used in our simulations. e network sample was stored in the XML format, it

was used the lxml package to read the XML files, parse the data and store it as an NetworkX graph.

e lxml package is a python library used to process XML and HTML files with the auxiliary of the

python Elementtree API.

Finally, to show the results, we used Microso Excel to organize the results in tables and design the

graphs. To directly store the results of the algorithms simulation we used the Python package XlsxWriter
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which is a Python module for writing files in the Excel 2007+ XLSX file format.

5.1.2 Implementation Architecture

In this section we detail the architecture of our implementation. For each algorithm, we imple-

mented a independent python project, because each one have different proprieties, they implement

different functions and also have different data requirements such as the message format. Also we did

that way in order to keep the simplicity of the simulation. Although the implementations are separated

from each other, all of them follows the same architecture.

• Network.py is python class stores the NetworkX graph and provides an API to perform op-

erations in our Smart Grid Graph. e more important are SendMessage(dest,m) that stores

a message m in a node dest inbox, and GetMessage(pos) that returns the list of messages re-

ceived from the node pos inbox. Other methods provided in this class are to get proprieties of

the network such as the number of nodes, the channel capacity of a given edge and the list of

the neighbors of a given node. Also, for performance measurements, this class also stores the

real value of the consumption summation in order to compare with the estimated values from

the nodes.

• Node.py is python class represents a node from our graph, or, a data collector. Each node

stores a position in the graph, obtained from Network.py, a list of neighbors in the graph, i.e.,

adjacent nodes, internal values, in our case the consumption or production, and an list of esti-

mators for each iteration of the algorithm. is class contains the main() method that executes

the algorithm.

• GraphUtils.py is python file provides an API for graph operations, such as generate an

NetworkX graph from the XML file and apply the transformations that will be detailed in Section

5.3.1. Also it provides proprieties of the Graph related to Complex Network Analysis, explained

also in Section 5.3.1.

• NameOfTheProtocol.py is class have the same name as the protocol to be tested. We have

PushSum.py, PushPull.py, Extremapropagation.py, FlowUpdating.py and RiaLCDC.py.

is class creates an instance of Network.py class and a set of Node.py class instances. Note that

this set has the same size as the number of nodes in the graph since each Node object represents

one node of the graph. Also it creates an Python read for each node to execute the algorithm.
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At the end of the simulation, it is gathered the results of all nodes and evaluated the results of

the simulation that are aerwards stored in an xlsx file.

5.2 Performance Tests

In this section, we describe our tests and show the simulations results. As it was stated in Chapter

4, we measured the accuracy of the evaluation of the total consumption and/or production, considering

that each node contains, as its initial value, the consumption or production to be aggregated. In our

tests, we did not distinguish wether we wanted to evaluate the total consumption or production because

both are evaluated in the same way. It is just the context that is different. erefore, we considered

the computation of the aggregation function SUM, the summation of all the network values in the tests

that were performed.

When executing each algorithm, at every single iteration, a node, or data collector, holds an estimation

of the total SUM of all nodes. e more iterations we make of the algorithm, ideally, the more close

the node estimation is to the actual value. However the price to pay is that is necessary more time

to complete the simulation. Since we consider a real time pricing scenario, the execution time is an

important maer, so we wanted to know the fastest algorithm in maers of time that can also give us

a reasonable estimation. To measure the overall error of the results provided by the algorithms we use

a metric called Observed Relative Error (ORE) defined in [27]. We use this measure to calculate both

estimation error per node and the average estimation error of the all network.

Definition 5.1. e ORE of a set J with respect to a value to estimate N is defined as the square root

to the mean square error.

ORE =

√∑J
i=1(N̂i−N)2

J

N

where N̂i for i = 1..J , is a set of observations of the estimate of a given N . Also, at all nodes,

we stored an estimation of the actual value at every single iteration. In the end, we compared these

estimations so we know how close the nodes are to the average error. e formula used by a single

node to evaluate an estimation is equal to the previous stated formula, expect that instead of making a

summation, we normalize the difference between the estimation and the value to estimate.

Definition 5.2. e ORE of a node i with respect to a value to estimate N is defined as the square root

of the difference between the estimation value N̂i and the value to estimate N .

OREi =

√
(N̂i −N)2

N
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e first metric is defined in terms of the MSE as stated in [27]. e second one is evaluated from

the first to obtain an estimation value for each node for each iteration of the algorithm.

5.2.1 Results

In this section, it is presented the results of our first set of tests. In this case we tested each algo-

rithm in the Smart Grid graph under the constrains we stated before. Channel capacity influences the

latency, i.e., the time it takes for a message to reach its destination, as it was explained in Chapter 4.

In the tests we made, each node executes individually the predefined algorithm, exchanging the re-

quired messages with its adjacent nodes, i. e., the neighbors. All nodes execute the algorithms a

predefined n number of times. For our tests, we considered that each station executes 100 iterations of

each algorithm, so n = 100. Each station stores the evaluated estimation according to the formula in

5.2 at each iteration. To simulate the independent behavior of the nodes, each one executes the algo-

rithms as a single thread. e estimations are stored locally by the nodes. In the end of the simulation,

all the collected data from the nodes throughout the simulation is aggregated and used aerwards to

evaluate the algorithm ORE for each predefined time interval.

In our simulation, we measured how long it takes for each algorithm to execute 100 iterations in all

nodes. Moreover we measured the time that is required in average per round to complete an iteration.

In the charts, the green dots represent the evaluated ORE according to 5.2 from each node at a given

F 5.1: Test restuls of Extrema Propagation

time in ms and the blue line the average ORE, evaluated according to 5.1 throughout the time in ms.
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F 5.2: Test results of RIA LC/DC

Figure 5.1 shows the results of Extrema Propagation and how the algorithm performed. In aver-

age, the protocol give us a fair estimation of the total summation, with a relative error of 0.016198 aer

26949 ms, or 27s. Aer the time 13500ms, the algorithm ORE keeps the same value. e estimation at

each node follows the same curve as the average ORE, decreasing until a certain estimation number

and them it is constant aer a certain point. e total time of the algorithm to execute 100 iterations

in every node is of 27949ms.

e algorithm RIA LC/DC results are showed in 5.2, they are similar as the ones performed by Extrema

Propagation. Since both are Sketch based algorithm, the paern is resembling. e average ORE de-

creases through time until it reaches an certain value that is constant from that point forward. e

ORE at each node behaves the same way as the average ORE along the time, it is possible to see from

the green dots in 5.2, all of the nodes have the same estimation error, 0,02188. RIA LC/DC provides

an estimation error slightly more inaccurate than Extrema Propagation. Also, Extrema Propagation is

faster than RIA LC/DC. RIA LC/DC reach the stationary value in 14000ms, with a total compilation

time of 54431ms.

Gossip Based Algorithms performed poorer than the ones based on Sketches, reaching estimation

errors in some cases hundreds of times greater than the actual value, although in the end the error is

lower. Flow Updating results in figure 5.3 show that the estimation error in average keeps increasing

in all nodes until the time of 29000ms. Aer that point, the estimation error decreases, but without

reaching a reasonable error value. In the end of the simulation, the ORE is still greater than the actual

value, 2,41 times greater. Even though the algorithm is faster than RIA LC/DC and slightly slower than

Extrema Propagation , with a execution time of 46383ms, the results are not as accurate. If we take
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F 5.3: Test restuls of FlowUpdating

F 5.4: Test restuls of Push-Pull

a close look at the estimation error in certain nodes, we found more reasonable results. Some of the

nodes have estimations lower than 1 but fewer have a lower estimation rate than 0.5. e problem is

that other nodes have estimation errors 20 times greater than the actual values. at explains why the

average ORE is so high compared to the previous two algorithms.

e same conclusions can be made considering the results of the Push-Pull algorithm in figure 5.4. e

average error is in the range of values during all iterations, between 1 and 4 . At the end of the test, it

is still higher than the value to estimate, 3.53 times higher. e cause of such high value is the same as

FlowUpdating high error value: although there are nodes with estimation error lower than 1 at some
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F 5.5: Test restuls of Push-Sum

of the nodes, others have estimations with errors greater than 5 and 6. Considering the execution time,

the algorithm is one of the fastest ones: execution time of 31987ms, but its results lacks in accuracy.

Push-Sum results are showed in figure 5.5, they are the poorest ones. e error keeps increasing, reach-

ing 140 times greater than the real value, in some nodes. In the end, the error make the estimation still

unusable, it is 1,06 times higher and very few nodes have an estimator with an error less than 1. How-

ever, the algorithm is one of the fastest, with an execution time of 30610 ms.

5.2.2 Discussion

Considering the results, the algorithms based on Sketches were the only ones that computed esti-

mated values with a low ORE, Gossip based performed poorer. Among the Sketch based ones, Extrema

Propagation provided beer results than RIA LC/DC, and therefore beer than any of the tested al-

gorithms. Also, Extrema Propagation was not only the most accurate algorithm, it as also faster than

RIA LC/DC. Normally, Gossip based should be faster than Sketch based. at is true for RIA LC/DC,

but not for Extrema Propagation. at can be explained because in our Gossip based algorithms im-

plementation, we used waiting times at all nodes so that each one can wait long enough to receive all

messages from its neighbors. Extrema Propagation, is our tests, used a smaller sized sketch than RIA

LC/DC, which can be the reason why RIA LC/DC is slower.

e reason because Gossip based approaches scored so badly, specially when compared to the ones

based on Sketches, relies on the topology of our Smart Grid graph. Gossip based approaches tested
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consider the exchanging of the nodes partial aggregates with the neighbors. A new estimation is cal-

culates with the received partial aggregates from the adjacent nodes. e higher number of neighbors,

i.e., the more connected is the graph, the beer these algorithms would perform. As we’ve seen in

Chapte 3, the averaging algorithms, multiply the AVERAGE with the size of the network to obtain the

summation of all the values in a network. e principle to obtain the size of a network, and therefore

the summation of all values, is also explained in Chapter 3. e problem that explains the inaccuracy

of the results is that the evaluation of the size of the network is also very inaccurate. Our Smart Grid

graph is in a radial shape, meaning that most nodes only have 2 neighbors, since the principle to obtain

the size is evaluate 1/n, it requires a high number of iterations to obtain a estimation close to 1/n.

On the other hand, Sketch based approaches hold an array representing a Sketch of the value. In ev-

ery iteration, each node exchanges Sketches with its neighbors, but instead of averaging it, it performs

other operations. Pointwisemin in the Extrema Propagation case and XOR in RIA LC/DC. Aer a cer-

tain point, the operations are idempotent, gives always the same value. at’s why at aer a certain

point in time, the error stops decreasing.

5.3 Network Evolutions

So far, the tests presented were in a Smart Grid Graph that is, basically, a power grid topology.

Even though this gives us an intuition about how the algorithm performs in a grid context, with data

collectors and SM, the power grid is more likely to change in the next years in order to become more

connected and more resilient so it can adapt to the demands of the new Smart Grid, especially to sup-

port the new consumer/producer approach. e work of Pagani [41] explores in more detail the new

demands and challenges the current power grid face when considering the evolution to a fully Smart

Grid and it gives us some clues about how the grid can evolve in a topological way, using complex

network analysis, and how can new networks can be created.

5.3.1 Network Evolution Strategies

Considering the evolution of the current power grid, Pagani proposes evolution strategies to the

current power topologies in order to achieve more connectivity and resilience. e evolutions happen

when adding more edges or physical cables, to the power grid topology. e transformations are sep-

arated into 4 groups of edge growth: increments of 25%, 50%, 75% and 100%. e evolution strategies

are taken from [41]:
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• Assortativity A network is assortative if nodes having similar characteristics or properties are

connected to one another[2].ere are two types of transformations, considering the assorta-

tivity strategy: Low Degree(LD) it considers a set of nodes sorted by node degree and starts

connecting the nodes with the lowest equal node degree. High Dregee(HD) is equal to LD but

instead it connects the nodes with the highest equal node degree.

• Dissortativity Opposite of the previous transformation strategy, a network is dissortativity if

nodes having different characteristics or properties are connected together. So nodes with high-

est node degree are linked to nodes with lowest node degree.

• Triangle Closure Is is based on the principle of increasing the clustering coefficient of a net-

work. At each step, a node is selected at random. For each pair of its neighbors, an edge is added

between then, if not already present.

• Random It is based on the random selection of nodes to aach edges. At each step, a pair of

distinct nodes are randomly selected and an edge between them is added.

e images 5.7,5.8,5.9 and 5.10 show the evolution following the triangle closure strategy. e figures

5.11, 5.12, 5.13 and figure 5.14 show the fourth step of the other transformation policies.

F 5.6: Smart Grid Graph

5.3.2 Test Results

e algorithms were tested in all graphs resulted from applying the aforementioned transforma-

tion policies to our original weighted Smart Grid graph. To add a new edge, or physical cable, we
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F 5.7: First stage of evolution - Triangle Closure(+25% edges)

F 5.8: Second stage of evolution - Triangle Closure(+50% edges)

need to calculate the channel capacity for it. Unfortunately, it was not possible to know the physical

distances of the new cable since there is now information of the geographic coordinates of our sub-

stations. From our first network, the channel capacity of all edges is between a very short interval,

which means that the weights are not very relevante for the performance. Eventhough, a reasonable

channel capacity we considered for all the new edges were the middle point of the channel capacity

range: 57434 bps.

e goal is the same, to evaluate a total summation off all the values in the network. Since we generate

up to 200 new charts, the results are showed in image 5.16 that contains a table with the performance
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F 5.9: ird stage of evolution - Triangle Closure(+75% edges)

F 5.10: Fourth stage of evolution - Triangle Closure(+100% edges)

of the algorithms in the new generated Smart Grid graph. In this set of tests, we recorded the final

average ORE and how much computational time a algorithm requires. We wanted to know how long

it takes for a protocol to reach the lowest ORE, considering that the ORE does not increase from that

point forward. As seen in the first set of tests, Sketch based algorithm stop improving the ORE aer

reaching the lowest point, we wanted to know how long it takes to reach that point. As for Gossip based

algorithms, the ORE keeps improving, so we wanted to know the point where the ORE improvements

are residual, or close to zero.

e time is in ms and the the ORE is the average ORE of all nodes is calculated aer 100 iterations of
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F 5.11: Fourth stage of evolution - Dissorsativity(+100% edges)

F 5.12: Fourth stage of evolution - Assorsativity HD(+100% edges)

the algorithms. For measuring the execution time, up to 500 iteration were necessary to know, in the

cases of Push Pull and Push Sum, how long it takes to reach the best ORE. e results obtained in the

”normal” Smart Grid graph are also in the table for comparison proposes.
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F 5.13: Fourth stage of evolution - Assorsativity LD(+100% edges)

F 5.14: Fourth stage of evolution - Random(+100% edges)
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As we can see from table in 5.15 that shows the ORE at the end of each algorithm simulation, the

Gossip-Based algorithms performed beer when we applied any of the transformations in our original

Smart Graph. at confirms our first intuition, as the graph becomes more connected, the Gossip al-

gorithms tend to give us beer results. Also, the estimation error in every node of the graph are lower

when we consider to compare the tests made in the original Smart Grid graph in any given time of

test. Furthermore, FlowUpdating even get ORE that is almost 0, 8, 7293 ∗ 10−9, in the case of Dissor-

satativity policie with 100% more edges added. FlowUpdating is actually the algorithm with the best

results, even when compared with the Sketch based ones. In some cases, Gossip-Based algorithms give

us beer results than Sketch based. Even though, FlowUpdating tend to be more slow with more edges,

probably because of the need to compute more flows as the number of neighbors per node increases.

In the other Gossip algorithms, Push-Pull andPush-Sum suffer lile or none time penalty when more

edges are added in all the strategies.

Sketch based algorithms continued to perform with good results. e time both take to execute 100 it-

erations is not affected in great scale, expect for some minor cases in Extrema Propagation, RIA LC/DC

took up to 15 more seconds to compute. e ORE is not improved, once again, except for one or two

cases.

Figure 5.16 show a table containing the necessary time for each protocol to reach a point where the

ORE stops improving or makes residual improvements. It gives a more complete understanding, spe-

cially about how Sketch based algorithms improve when we applied any transformation. e time

required for both Extrema and RIA LC/DC is less or equal as we add more edges in almost all cases.

Comparing to the the regular network, Sketch requires less computation time in every transformation,

except for Triangle Closure. is observation makes sense, as we add more edges, the graph diameter

is reduced, in some transformations more than others, and if the graph nodes are more close to each,

our two Sketch protocol improve their time. Push-Sum and Push-Pull also improve their time, as we

add more edges, each node have more neighbors in average. With a higher node degree and less dis-

tance between nodes, these two Gossip protocol improve their results in both time and final average

ORE. However, the improvements in time are not seen in all the Gossip algorithms since Flow Updating

didn’t improve in almost any case of our generated graphs.

e propose of this tests is to evaluate how the algorithms perform considering the unavoidable trans-

formations that the current power grids will suffer in the next years. We took policies and strategies

that can give us a clue about how the grid can evolve and them tested the algorithms. e goal is not

select which transformation is the best one, because the algorithms perform differently in each trans-

formed graph. Even though, a paern as found that make us conclude that the add of more edges and

physical cables, give us beer estimation in Gossip-Based algorithms without compromising the Sketch
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based ones, except for the Triangle Closure transformation in the Push-Sum and Push-Pull cases.

More important than to understand and choose the beer transformation policie is finding what seems

to influence the performance of the algorithms. We know by intuition that the connectivity of the

graph is an importante parameter in some algorithms, but it is not completely proved. Also, some

other aspects of the graphs can influence the algorithms. e next chapter will explore this idea



Chapter 6

Principal Component Analysis

In Chapter 5 it was presented the performance results of the distributed aggregation algorithms

in a Smart Grid graph. e first set of tests was performed in the graph defined in Chapter 4. em

another set of tests took place in evolved version of the first graph considering evolution strategies

explained previously. When analyzing the results, we state that the Gossip-based algorithms improved

their results. In some sort of graphs, the results obtained by Gossip based surpass the results obtained

by Sketches based ones, with more accurate results and faster execution time. Considering this results,

we considered that more important than understanding what evolution strategy provides the best re-

sults for our algorithms, we seek to know what parameters and characteristics in our Smart Grid graphs

correlate more or less with the algorithms results.

We used graph theory and complex network analysis definitions, explained in A, to evaluate the char-

acteristics of our Smart Grid Graphs. Also, we used Principal Components Analysis, a statistical pro-

cedure, to test if there is any correlation between the graph characteristics and the algorithms results.

is definitions are explained in more detail in the next sections.

6.1 Principal Component Analysis Definition

Principal Component Analysis is a statistical procedure that uses an orthogonal transformation

to convert a multi-set of values with n dimensions that are possibly correlated into another multi set

of uncorrelated values. e number of dimensions of the resulting multi-set is inferior to the original

multi-set dimension number.

e following definition and description of PCA is taken from [1], “PCA provides an approximation of a

data table, a data matrix,X , in terms of the product of the two small matrices T and P ′,. ese matrices,

T and P ′, capture the essential data paerns of X”. In a multivariate analysis, the starting point is a

56
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data matrix X . e N rows of this matrix or table are named ”objects”, each row corresponds oen

to a data sample, depending on the context. In our case, a sample is a set of characteristics of a graph,

plus the correspondent results of the aggregation algorithms in that same graph. e K columns of

the table, are named ”variables” and comprise the measurement made on the objects. ese are defined

according to the problem at hand.

When using PCA, usually the goals are related to finding paerns and relationships between objects.

In our case, we were interested in knowing if there was any relationship or correlation between the

characteristics of the graph and the performance of our algorithms.

PCA can be used to reduce and compress the data to be analyzed, PCA reduces the dimensions of the

original multi-set. However, this aspect of PCA were not covered in this work. e usage of PCA

also estimates the correlation structure of the variables. e importance of a variable in a PC model is

indicated by the size of its residual variance. is is oen used for variable selection.

6.1.1 Mathematical Definition

Considering a matrixX that containsN rows, which correspondent toN samples, andP columns

that corresponds to the variables collected in each sample. PCA is defined mathematically as an or-

thogonal transformation. e transformation is defined as a set of P dimensional vectors of loadings

w(k)(w1,··· ,wp) that map each row vector X(i) of X to a new vector t(i), called the principal component.

tk(i) = x(i)w(k)

e individual variables of a principal component inherit the maximum possible variance from X . is

is an important idea because we analyzed the principal components and its variables to understand how

they relate to each other.

e loadings can be obtained using a covariance matrix. Considering the covariance matrix of X ,

XXT , each loading w can be obtained by considering that each vector is the eigenvector of the covari-

ance matrix. Hence, for each correspondent eigenvalue of the eigenvector of the covariance matrix

XXT , the principal components are obtained by multiplying the eigenvector with the correspondent

eigenvalue. e eigenvector with the highest correspondent eigenvalue is the most relevant princi-

pal component, the second eigenvector with the highest correspondent eigenvalue is the second most

relevant principal component and so on.
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6.2 Case Study

6.2.1 Smart Grid Graph Characteristics

e porpose of using PCA in this work were to understand which graph characteristics are more

important when considering the results of the algorithms. In other words, we evaluated the properties

of each graph, both the original and resulting graphs from applying the transformations, and we used

these characteristics to make a comparison with the average ORE and computation time to know how

they affect the algorithms performance.

By intuition, as the graph became more connected with the addition of edges, the results tend to im-

prove. However, we must know how ”connected” should be a graph to obtain beer results. To measure

this idea of how well connected is a graph we evaluate the following properties:

• Average Node Degree is the average number of neighbors per node

• Cluster Coeficient Cluster Coefficient(CC) measure the clustering among nodes. It increases as

more edges are added to the graph.

• Average Betweenness of a node measure how important it is in a graph by calculating the number

of shortest path that contains the node. e average betweenness is the average of all nodes

betweenness. With the increasing number of edges, the importance of each node considering

shortest paths tend to decrease as the graph have more paths available.

• Average Path Length Average distance between nodes, more edges mean that are alternative ways

to reach a node than may lead to short paths, decreasing the average distance or path length. In

a simple way to say, as the APL decreases, the nodes become more close to each other

• CPL Similar to APL but instead of the average it is the median point of all distances between

nodes.

e table 6.1 shows the value of all properties in each graph. We will use the data in table 6.1 and

the results obtained in our tests for each algorithm to calculate the principal components and analyze

them.

6.2.2 Applying PCA

As briefly explained in the previous section, we used the proprieties of the graph to compare with

each algorithm test results obtained in Chapter 5. e principal components were evaluated for each

new table that contained the graph characteristics and the test results for each algorithm. We separated
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F 6.1: Properties of each graph

the analysis of the principal components into two groups: first we compared the graph proprieties with

average ORE obtained at the end of the tests, second we performed the same analysis but comparing

the computation time instead of the average ORE. One example of a table from each group is presented.

Each table were stored in a xlsx file, each one represents our X matrix in PCA. Each row of a

table contains the proprieties of the graphs plus the average ORE or computation time of the algorithm

to be analyzed. Each column represents a property, the characteristics of the a graph and the average

ORE or the computation time of the algorithm.

To calculate the principal components we used Stand Alone Chemometrics Soware(SOLO), a soware

used for data analysis and statistics. Every table, or xlsx file, was imported to SOLO. Aerwards, the

principal components were calculated by SOLO for each table. We choose the two most relevant prin-

cipal components, the ones that cover more covariance, when the PCA were completed, . em, we

visualized the variables of these principal components in a chart, and analyzed its correlations.
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F 6.2: Table containing the graph properties and the ORE from the Push-Pull tests

F 6.3: Table containing the graph properties and computation time from the Extrema Propagation
tests

6.2.2.1 Average ORE

First we compared the average ORE obtained from each algorithm aer our tests with the prop-

erties of the graph. e correlations are analyzed the same way it is analyzed the covariance of two

sample sets. If both variables are positive, or negative, in both principal components, they correlate
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to each other. If otherwise, one variable is positive and other is negative in the principal components,

they are inversely correlated. If none of these conditions occurs, the variables are uncorrelated.

F 6.4: Chart with the value of the variable in each Principal Component for Extrema Propagation

F 6.5: Chart with the value of the variable in each Principal Component for RIA LC/DC
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F 6.6: Chart with the value of the variable in each Principal Component for Flow Updating

F 6.7: Chart with the value of the variable in each Principal Component for Push-Pull

In figure 6.4 we see the variables value in each principal component for the Extrema Propagation

average ORE. e X axis represents the most relevant principal component and the Y axis repre-

sents the second most relevant principal component. We see that Extrema Propagation average ORE,

represented with the label Extrema Propagation Results, in the Y axis, its value in the first principal

component is almost zero. CC and average node degree are in the negative side of the X axis but
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F 6.8: Table containing the graph properties and the average RMSD from the Push-Pull tests

positive in the Y axis while the other three properties, average betweenness, CPL and APL, are in both

positive parts of the X and Y axis. is means that these two groups are inversely correlated. When

CC and node degree increases, the other three decreases and vice-versa as well. at is not surprising,

the goal of adding more edges is to reduce the distance between nodes and have more shortest paths

while increasing the clustering coefficient and he average number of neighbors per node. We see that

Extrema Propagation and the two groups represent a triangle in our chart, that means that Extrema

Propagation results and these two groups are uncorrelated. e increasing or decreasing of the vari-

able values in this two groups does not affect the accuracy of Extrema Propagation results. Figure 6.5

shows the same kind of analysis for RIA LC/DC. We can make the same conclusions as for Extrema

Propagation case although the triangle is not so clear. e two groups that were possible to observe in

Figure 6.4 are now in the negative side of the X axis in Figure 6.5. RIA LC/DC results are in positive

side of the X axis and more far away from the Y axis. Since we can observe a triangle, the variables

into the two groups are not correlated with the RIA LC/DC results. RIA LC/DC is the same type of

algorithm as Extrema Propagation, so a similar correlation between its results and the proprieties of

the graph is expected.

e PCA performed on the Flow Updating results show a different correlation between the average

ORE in each test and the proprieties of the graph 6.6. e Flow Updating results are closer to the Aver-

age Betweenness, CPL and the APL, both in the positive side of the X and Y axis, that means that they

are correlated. Graphs with higher CPL, APL and Average Betweenness tend to result in a higher ORE,
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or higher errors. As the nodes become more far apart from each other, Flow Updating gives worse

results. A negative correlation is seen between the average ORE and the average node degree and CC,

the higher average number of neighbors per node and higher cluster coefficient, lower ORE is obtained

while computing Flow Updating.

Analyzing figure 6.8 and figure 6.7 showing Push Sum and Push Pull PCA, the same conclusions can be

made. Both graphs are almost equal to 6.6. Average Node Degree and Cluster coefficient are inversely

correlated to both Push Pull and Push Sum results while APL, CPL and Average Betweenness are cor-

related with the ORE from the two algorithms.

It is interesting to know, considering the average ORE at the end of the tests, how close the algorithms

F 6.9: Chart with the value of the variable in each Principal Component for the RMSD in all
algorithms

are to each other. We can conclude that Gossip based algorithms are close to each other, they have the

same correlations between certain properties of the graph. e same can be concluded for the Sketch

based ones. Both Extrema Propagation and RIA LC/DC don’t correlate with the analyzed proprieties

of the graph. To assert this conclusions about relations between the algorithm results, we performed

principal components analysis using only columns that contains the average ORE per algorithm and

gather them in a table showed in ⁇. e results of PCA are showed in figure 6.9. We observe that Gos-

sip based algorithms are very close to each other, meaning that their test results as highly correlated,

Push-Pull and Push-Sum are more correlated with each other than with Flow-Updating and both three

are far apart from the other two Sketch algorithms meaning that there is no correlation between the

two groups of algorithms. Furthermore, RIA LC/DC and Extrema are in the same positive side of both

x and y axis. Even though they are not as much correlated with each other as the Gossip ones, both

two show a correlation.
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6.2.2.2 Computation Time

In this section, we compare the computation time obtained from each algorithm aer our tests

with the properties of the graph. In Figure 6.10 and Figure 6.11 it is represented the same kind of

F 6.10: Table containing the graph properties and the computation time from the Extrema Prop-
agation tests

F 6.11: Table containing the graph properties and the computation time from the RIA LC/DC
tests
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F 6.12: Table containing the graph properties and the computation time from the Flow-Updating
tests

chart for Skecth based algorithms as seen in the previous section. Instead of a variable with the average

ORE, the chart contains a variable with the computation time. Both algorithms have the same chart,

meaning the same kind of correlation. RIA LC/DC and Extrema Propagation computation time are both

in the positive side of the X and Y axis, the Average Betweenness, CPL and APL are there as well. at

means that both variable are correlated. Graphs with higher APL, CPL and average betweenness have

higher computation time for both algorithm. e explanation is simple for APL and CPL, as the node

are more close to each other, the graph tend to have a lower diameter leading to lower time for Sketch

based algorithms to compute. e explanation for the correlation between average betweenness is not

so directly seen. Furthermore, the computation time from RIA LC/DC and Extrema Propagation is

inversely correlated with both CC and average node degree.

e PCA made on Push-Sum and Push-Pull algorithms seen in 6.13 and 6.14 show similar correlations.

Both have computation time correlated to CPL, APL and Average Betweenness but inversely correlated

to average node degree and the CC. However they are slightly more far apart from APL, CPL and Aver-

age Betweenness which tells us that they are not so directly correlated as the Sketch based algorithms.

Flow-Updating is a special case, the computation time and the characteristics of the graphs are uncor-

related as we can see in figure 6.12. Flow Updating computation time is not affected by the type of

graph. We can see a very slight correlation between the computation time and average Node Degree
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F 6.13: Table containing the graph properties and the computation time from the Push-Sum tests

F 6.14: Table containing the graph properties and the computation time from the Push-Pull tests

and more strong with CC as the increasing of flow with higher neighbors tend to require more com-

putation time.

We also compared the computation time of all algorithms to know how correlated and close to each

other they are. With the previous charts, we had the intuition that all algorithms, except Flow Up-

dating, have the same relation with the properties of the graph. Figure 6.15 show the PCA performed
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F 6.15: Chart with the value of the variable in each Principal Component for the computation
time in all algorithms

on the algorithms computation time. As we can state, Push Sum and Push Pull are both close to each

other meaning a strong correlation. Moreover, RIA LC/DC and Extrema Propagation are right on top of

each other. ese two algorithms are highly related in computation time and therefore have a strong

correlation. e explanation is that both algorithm can be improved in the same way. Considering

the computation time, when the algorithm diameter is reduced, both algorithms reach the best result

faster.

Flow Updating have no correlation with the other four, because the proprieties of the the graph don’t

have much impact in the computation time of the algorithms.

6.2.3 Discussion

By analyzing our results from Chapter 5 and the proprieties of each graph was possible to know

some insights on the future Smart Grids and AMR/AMI networks may be improved in order to obtain

beer results when using Distributed Aggregation Algorithms. Moreover, it was possible to know how

the algorithms correlate with each other considering the final average error and the computation time

in each graph.

As for the average ORE, the PCA performed showed us that when decreasing the APL, the CPL and the

average betweenness, it is decreased also the error of the total summation when we use Gossip based

algorithms. When improving the average number of neighbors and the CC, the error also decreases.
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As each node has more neighbors in average to share the partial aggregates, the results also improve.

e Sketch based didn’t improve with the evolution and that lead to close to none correlation between

the algorithms results and the final average ORE.

As for the average computation time, all algorithms improved when the APL, CPL and average be-

tweenness is decreased. is idea is stronger in Extrema and RIA LC/DC than in Push-Pull and Push

Sum. Flow Updating, however, didn’t improve its results in computation time. eres is no corre-

lation between the Flow-Updating computation time and the graph characteristics. It is a clue that

Flow-Updating cannot be improved in computation time, if so, it was not possible to be asserted in this

work.
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Conclusion

is work presents a specific scenario for the implementation of distributed aggregation algo-

tihms in a Smart Grid/AMI network and gives an experience and an ideia about how can these proto-

cols adapt in the AMI network.

With this work, it was possible to obtain leads about how the algorithms can perform in a Smart Grid

topology. Even though the tests we made were only in one power grid sample, the radial structure

is similar to many other Low Voltage grids. e set of tests made possible to know that Gossip based

algorithms perform poorly and that they are not a suitable choice when implementing a distributed

aggregation algorithm in this type of topology. On the other hand, Sketch based algorithm produce

good results in both accuracy and time and they can be tested in practical scenarios.

When evolving our network by adding more edges according to the transformation policies seen in

[41]. We’ve seen that these transformations improve not only the resilience, efficiency and robustness

of the network, but also improve the results of the tested algorithms, especially the Gossip based one

since they give more accurate results, even more accurate than the Sketch based ones.

Furthermore, our statistical analysis using principal components analysis gave us an understanding

and leads considering the proprieties and characteristics the future AMI/Smart Grid networks should

follow in order to use and obtain beer accuracy and speed when using distributed aggregation algo-

rithms.

7.0.4 Future Work

From this point, there is several work directions that can be sougth. In this work we used a theo-

retical Smart Grid network topology. Experiments in the field may take place from this work in order

to validate our conclusions. Using a set of data collectors connected by power line communication,

gathering consumption or production information by a set of connected meters
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Although we considered a real time pricing scenario, we did not test the efficiency of the algorithms

when consider a real time pricing practical solutions. e variations of price the various distributed

algorithms can achieve and the accuracy of the decision to increase or decrease price according to con-

sumption and production remains yet to be explored.

Moreover, no tests were made for some constrains of real examples of an real fully implemented AMI,

such as dynamic reading and how can they affect the performances of the algorithms, the need or not

to individualize the metering data to evaluate the consumption of a specific household and how beer

or worse the algorithms would perform if different message sizes where used considering the specifi-

cation of each algorithm.

Other applications for the distributed algorithms in a Smart Meter Network can be explored, the evalu-

ation of the average consumption, the maximum and minimum consumption and it’s relevance for the

grid is a maer that can pose some challenges. ere is also application for Smart home that can use

this algorithms for its internal management, evaluate the maximum consumption device, minimum

consumption device and the total consumption are problems that can be solved by the usage of a man-

agement soware that use our distributed aggregation algorithms.



Appendix A

Grapheory and Complex Network

Fundamentals

e approach used in this esis to model the Smar grid graph and the evoltuion strategies is

based on Graph eory and Complex Networks eory. All the definitions for Graph eory and

Complex Networks we use throughout this thesis and presented bellow are taken from [41].

We recall the definition of a Smart Grid Graph.

Definition A.1. DEFINITION(SMART GRID GRAPH). A Smart Grid graph is a graph G(V,E) such

that each element vi ∈ V is either a substation with electrical equipment or a transformer os a physical

power grid with a data collector installed, ere is a edge ei, j = (vi, vj) ∈ E between two nodes

if there is physical cable that enables a PowerLine communication connecting directly the element

represented by vi and vj

Definition A.2. DEFINITION(WEIGHTED GRAPH). A Weighted Smart Grid graph is a Smart Grid

graph Gw(V,E) with and additional function f : E → R associating a real number to an edges

representing the channel capacity of the corresponding cable in bps

Definition A.3. DEFINITION(ORDER AND SIZE OF A GRAPH) given the graph G the order is given

by N = |V |, while the size is given by M = |E|. Average node degree is given by < k >= 2M
N

Definition A.4. DEFINITION(ADJACENY, NEIGHBORHOOD AND DEGREE). If ex,y ∈ E is an edge

in graph G, then x and y are adjacent, or neighboring, vertexes, and the vertexes x and y are incident

with the edge ex,y . e set of vertexes adjacent to a vertex x ∈ V , called the neighborhood of x, is

denoted by Γx. e number d(x) = |Γx| is the degree of x.
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Definition A.5. DEFINITION (WEIGHTED DEGREE). Let x ∈ V be a vertex in a weighted graph G,

the weighted degree of x, dw(x) is:

dw =
∑

y∈Γ(x)

wx,y

where wx,y is the wieght of the edge joining vertexes x and y, and Γ(x) is the neighborhood of x

Definition A.6. DEFINITION(CLUSTERING COEFICIENT (CC)). e clustering coefficient γv of Γv

is

γv =
E(Γv)(

kv
2

)
where |E(Γv)| is the number of edges in the neighborhood of v and

(
kv
2

)
is the total number of possible

edges in Γv

is local property of a node can be extended to an entire graph by averaging over all nodes.

One important property is how much any two nodes are far apart from each other, in particular the

minimal distance between them or shortest path. e concepts of path and pathlength are crucial to

understande the way two vertexes are connected

Definition A.7. DEFINITION(PATH AND PATH LENGTH) A path of G is a subgraph P of the form:

V (P ) = {x0, x1, · · · , xl}

E(P ) = {(x0, x1), (x1, x2), · · · , (xl−1, xl)}

Definition A.8. such that V (P ) ⊆ V and E(P ) ⊆ E. e vertexes x0 and xl are end-vertexes of P

and l = |E(P )| is the length of P . A graph is connected if for any two distinct veretxes vi, vj ∈ V

there is a finite path from vi to vj

Definition A.9. (AVERAGE PATH LENGTH(APL)). Let vi ∈ V be a vertex in a graph G. e average

path length for GLav is

Lav =
1

N(N − 1)

∑
i̸=j

d(vi, vj)

where d(vi, vj) is the finite distance between vi and vj and N is the order of G.

Definition A.10. DEFINITION(CHARACTERISTIC PATH LENGTH(CPL)). Let vi ∈ V be a vertex in

graph G, the characteristic path length for G, Lcp if defined as the median of dvi where:

dvi =
1

(N − 1)

∑
i̸=j

d(vi, vj)
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is the mean of the distances conencting vi to any other vertex vj in G and N is the order of G.

DefinitionA.11. DEFINITION(WEIGHTED CHARACTERISTIC PATH LENGTH(WCPL)). e weighted

characteristic path length for graph G, Lwcp is the median for (vi, vj) ∈ V of dwi where.

dwi =
1

(N − 1)

∑
i ̸=j

ewi,j

is the the mean of the weighted distances connecting vi, to any other vertex vj and ewi,j is an edge in

the minimal weighted path between vi and vj in G and N is the order of G.
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